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Figure–ground assignment involves organizing a visual
scene into occluding foreground figures and occluded
backgrounds. Assigning regions as either “figure” or
“ground” is important because before an object can be rec-
ognized, attended to, or acted upon, that object must be
isolated from the nonobject “grounds” that lie between ob-
jects. Thus, figure–ground assignment forms a foundation
for, and provides the inputs to, high-level visual processes.

Gestalt psychologists were the first to recognize the
importance of figure–ground assignment and to demon-
strate several cues for determining figural regions. Smaller,
symmetric, horizontally or vertically oriented, and con-
vex regions are more likely to be perceived as “figure” than
as “ground” (Palmer, 1999; also see Pomerantz & Kubovy,
1986; Rock, 1975, 1995; Rubin, 1915/1958). Several
figure–ground cues have been added to the Gestalt psy-
chologists’ original list of cues: Spatial frequency (Kly-
menko & Weisstein, 1986) and temporal structure (Lee
& Blake, 1999) influence figure–ground assignment; re-
gions depicting familiar objects are perceived as figures
(Peterson, 1994, 1999), as are regions to which exogenous
spatial attention is summoned (Vecera, Flevaris, & Filapek,
2004); and regions in the lower portion of a stimulus
array are perceived as “figures” more frequently than are
regions elsewhere (Vecera, Vogel, & Woodman, 2002).

A general issue in visual cognition is the reference
frame used to represent the shape and other spatial prop-
erties of an object. A reference frame is a coordinate sys-
tem used to define the locations of a shape’s features or

parts (Pinker, 1984; Tarr, 1994). As in Cartesian coordi-
nates, a reference frame establishes a set of parameters
(e.g., an origin, axes, metric directions, etc.) from which
features and parts can be defined. The visual system has
several potential reference frames for representing shape.
For example, an object’s parts could be defined in an
object-centered reference frame in which the parts are
represented with respect to an origin on the object itself.
Many have claimed that such an object-centered refer-
ence frame is the most advantageous frame for object
recognition, because the object’s representation will re-
main stable across changes in position, size, and orienta-
tion. Another reference frame available for visual repre-
sentation is a viewer-centered frame, in which a shape is
represented with respect to its visible surfaces and parts.
A viewer-centered reference frame thus defines a shape
with respect to what an observer can see; these frames
can be defined relative to the observer’s retina, head, or
body. Shapes can also be represented in an environment-
centered reference frame, in which the shape is defined
with regard to an environmental origin, such as gravita-
tional upright or the location and orientation of walls in
a room.

Visual reference frames have been studied extensively
in the domain of visual object recognition (see Bieder-
man, 1987; Biederman & Gerhardstein, 1993, 1995;
Rock, 1973; Rock & DiVita, 1987; Tarr, 1995; Tarr &
Bülthoff, 1995, 1998; Tarr & Pinker, 1989), but the ref-
erence frame of figure–ground assignment has been stud-
ied little. Object-centered reference frames are ruled out by
orientation-dependent familiarity effects in figure–ground
assignment: Familiar regions are perceived as figures
only when they appear in their canonical, upright orien-
tation (Peterson, 1994, 1999). Viewer- and environment-
centered reference frames have not been studied, perhaps
because of methodological difficulties. Studies of viewer-
and environment-centered visual reference frames need
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Figure–ground assignment involves determining which visual regions are foreground figures and
which are backgrounds. Although figure–ground processes provide important inputs to high-level vision,
little is known about the reference frame in which the figure’s features and parts are defined. Compu-
tational approaches have suggested a retinally based, viewer-centered reference frame for figure–ground
assignment, but figural assignment could also be computed on the basis of environmental regularities
in an environmental reference frame. The present research used a newly discovered cue, lower region,
to examine the reference frame of figure–ground assignment. Possible reference frames were mis-
aligned by changing the orientation of viewers by having them tilt their heads (Experiments 1 and 2)
or turn them upside down (Experiment 3). The results of these experiments indicated that figure–
ground perception followed the orientation of the viewer, suggesting a viewer-centered reference frame
for figure–ground assignment.
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to disentangle the different frames by changing the ori-
entation of either the stimulus or the viewer, and it is dif-
ficult to disentangle these frames in figure–ground dis-
plays. Consider a figure–ground display that contains a
convex region and a concave region that share a central
contour. The convex region is preferred as the figure.
The region will remain convex, however, if the stimulus
or the viewer is rotated, making it impossible to deter-
mine whether the convex figure is represented relative to
the image on the viewer’s retina or to an origin on the
convex region itself (an object-centered reference frame).1
This inability to distinguish different reference frames
holds for most gestalt figure–ground cues, but lower re-
gion, symmetry, familiarity, and orientation are possible
exceptions to this rule.

In the present study, the lower-region cue was used to
disentangle viewer- and environment-centered reference
frames of figure–ground assignment. Participants are
more likely to perceive a region in the lower portion of a
figure–ground display as the “figure” than to so perceive
regions higher in the display (Figure 1A). This lower-
region preference can be used to investigate the reference
frame of figure–ground assignment, because rotating the
viewer can disentangle different reference frames. For an
upright viewer, the lower figural region in a display could
be defined based on its position with respect to the viewer
(viewer-centered representation), its position in the dis-
play (object-centered representation), or its position in
the environment (i.e., the lower region is always closer to
the floor; environment-centered representation). How-
ever, if the viewer observes this stimulus with a 90º head
tilt, then the retinal image rotates, misaligning the viewer-
and object- and environment-centered representations.
Specifically, because the retinal image is tilted approxi-

mately 90º, the lower region will then be represented on
the left or right of the retina (depending on the direction
of head tilt), allowing this region to be perceived to the
left or right of the display. If figure–ground assignment
occurs in a viewer-centered reference frame, a head tilt
should abolish the lower-region preference, because the
retinal representation has rotated. If figure–ground as-
signment occurs in either an object- or an environment-
centered reference frame, the lower-region preference
should persist across the head rotation.

Several accounts of figure–ground assignment have
proposed that figure–ground processes occur relatively
early in the visual processing hierarchy in a retinotopic,
viewer-centered reference frame in which a shape is rep-
resented relative to its retinal position and orientation2

(see Grossberg, 1997; Kosslyn, 1987, 1994; Marr, 1982;
Sejnowski & Hinton, 1987; Vecera & O’Reilly, 1998,
2000). The use of such a reference frame for figure–
ground assignment is not a foregone conclusion, how-
ever. Ecological factors could favor the use of an envi-
ronmental reference frame. In the case of the lower-
region preference, environmentally and gravitationally
lower regions are perceived as physically closer to view-
ers when these regions arise from opaque objects, rais-
ing the possibility that figural lower regions may be de-
fined in terms of environmental coordinates.

The reference frame of figure–ground assignment was
tested in three experiments in which participants per-
formed either an explicit figure–ground task (Experi-
ment 1) or a visual short-term memory matching task
(Experiments 2 and 3). In Experiments 1 and 2, partici-
pants viewed displays with head either upright or tilted
90º to the left or right. In Experiment 3, participants
viewed displays with head either upright or upside down.

Figure 1. (A) An example of the lower-region preference. Most observers perceive the lower
(black) region as the foreground figure. (B) Results of Experiment 1, in which the lower-
region preference follows head tilt, suggesting that figure–ground assignment is based on a
retinotopic reference frame. The error bars are 95% confidence intervals for comparisons
with chance (50%).
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In all experiments, participants viewed both displays
with environmentally defined upper and lower regions
and others with environmentally defined left and right
regions. If figure–ground assignment occurs in the retino-
topic, viewer-centered representation, then in Experi-
ments 1 and 2, the head tilt should cause left /right dis-
plays to exhibit a retinal lower-region preference, and in
Experiment 3, upside-down viewing should cause the
environmentally defined upper region to exhibit a retinal
lower-region preference. If figure–ground assignment
occurs in an environment-centered reference frame, then
the same figural assignment will be produced in the
head-upright and head-tilted/upside-down conditions.

EXPERIMENT 1

Method
Participants. Sixteen University of Iowa undergraduates with

normal or corrected-to-normal vision volunteered for course credit.
Stimuli. The figure–ground stimuli were similar to those in Ve-

cera et al.’s (2002) Experiment 8. Stimuli were figure–ground dis-
plays in which two regions, one red and one green, shared a central,
irregular contour (Figure 1A). The irregular shape of the shared
contour was created by dividing the contour into 16 smaller regions
that were equal in area. Then, each of these 16 regions was ran-
domly assigned to either the red or the green region, with the con-
straint that 8 of the convexities be assigned to each region to ensure
equal convexity and area on both sides of the shared contour. Four
random contours were generated using this procedure. Four ver-
sions of each contour were then generated, corresponding to four
variations of red/green color and orientation of the display (red on
left or right; red upper or lower), resulting in 16 displays. Each dis-
play measured 8.3º square. The red/green color values were those
used in previous studies (Vecera et al., 2002).

Procedure. Participants were instructed to report the color of the
region that appeared to be the foreground figure. Prior to testing,
each participant was shown Rubin’s (1915/1958) face–vase figure
to illustrate the principle of figure–ground assignment. Participants
were told that either the faces or the vase, but not both, could be per-
ceived as lying in the foreground and would appear to be closer than
the other region. Participants were asked to try to perceive as “fig-
ure” both the faces and the vase in alternation.

As a between-subjects manipulation, participants viewed the figure–
ground displays with head either upright or tilted 90º to the left or
right; in the tilted-head condition, half of the participants were as-
signed to tilt to the left and half to the right. Participants viewed 16
randomly presented figure–ground displays, with equal numbers of
left /right and upper/lower displays and of red/green combinations.
Each trial began with a 500-msec fixation cross, followed by the
figure–ground display, which was visible until participants re-
sponded. There was then a 100-msec interval before the start of the
next trial. Participants responded with which color (red or green)
they perceived as the figure. Responses were made using a response
box with a red key (on the left of the box) and a green key (on the
right of the box). The response box rested on the table in front of the
participant, and the buttons were aligned with the environmentally
defined left and right sides of the monitor. Finally, the ceiling and
walls of the room and the computer table were fully visible during
all experiments, providing participants with ample cues to the en-
vironmental layout.

Results and Discussion
Figure 1B depicts the percentage that retinally defined

lower or left regions were reported as “figure.” The results
demonstrate that figure–ground assignment followed the

retinal, not the environmental, orientation of the stimuli.
When viewed with a tilted head, the environmentally de-
fined left or right region, whichever appeared in the
lower viewer-centered position, produced a lower-region
preference, and the environmentally defined lower-region
preference was abolished when these upper and lower re-
gions were viewed with a tilted head.

These observations were confirmed by comparing the
lower- and left-region preferences with chance (50%).
Lower regions are perceived as “figure” above chance,
but left regions are not (Vecera et al., 2002). These find-
ings were replicated when participants viewed displays
with upright heads; the lower region was perceived as
“figure” above chance (70.3% of trials) [t(7) � 2.9, p �
.03], but the left region was not (40.6% of trials) [t(7) �
1.4, p � .20]. Most importantly, when these displays
were viewed with a tilted head, a lower-region preference
emerged for the viewer-defined lower region. The viewer-
defined lower region was perceived as “figure “above
chance (73.4%) [t(7) � 3.1, p � .02], whereas the
viewer-defined left region was perceived as “figure” at
chance (50%). Figure–ground assignment followed from
the viewer- rather than the environment-centered orienta-
tion of the stimulus, indicating that figure–ground assign-
ment occurred in a viewer-centered reference frame. How-
ever, there are potential problems with explicit figure–
ground reports, as reported, for example, by Driver and
Baylis (1996) or Vecera et al. (2002). Experiments 2 and
3 used an indirect measure of figure–ground assignment
to overcome the possible limitations of explicit report.

EXPERIMENT 2

Participants in Experiments 2 and 3 performed a vi-
sual short-term memory task that provides an implicit
measure of figure–ground assignment. This task, devel-
oped by Driver and Baylis (1996), requires participants
to determine which of two test shapes was present in a
figure–ground display (see Figure 2A). Participants are
faster to match test shapes that correspond to a figure
than those that correspond to a ground (Driver & Baylis,
1996), even when figure–ground assignment is not ex-
plicitly mentioned. If figure–ground assignment occurs
in viewer-centered coordinates, then faster memory-
matching times would be expected for viewer-defined
lower regions, regardless of head orientation. Specifically,
participants should be faster to match viewer-defined
lower regions than upper regions, but no systematic pref-
erence should emerge between viewer-defined left and
right regions.

Method
Participants. Sixteen University of Iowa undergraduates with

normal or corrected-to-normal vision volunteered for course credit.
Stimuli. Stimuli were similar to those for Experiment 1, except

that 12 random contours were generated to increase the stimulus
set. For each contour, a mirror image was created to further increase
the number of stimuli. There were 96 displays, with orientation
(left /right or upper/lower) and color appearing equally in the four
different positions (upper, lower, left, and right).
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Procedure. Participants viewed a figure–ground display and
were asked to remember the two regions for a test that occurred
500 msec later (Figure 2A). The regions in the test display were
mirror images and appeared on the environmentally defined left
and right sides of the monitor (Figure 2A). Participants were in-
structed to respond quickly and accurately but were not informed
about figure–ground assignment. Each participant received 384 tri-
als with head upright and 384 with head tilted. Half of the partici-
pants performed the head-upright condition first, half performed
the head-tilted condition first. In the head-tilted condition, half of
the subjects were randomly assigned to tilt left and half to the right.

For every stimulus, each of the two regions was probed equally,
and the correct response appeared equally on the left and right sides
of the monitor. In the head-tilted condition, the test shapes appeared
above and below fixation in viewer-centered coordinates; however,
participants responded based on the environmental position of the
shape (i.e., region on the left or right side of the monitor). Partici-
pants reported the test shape that had appeared in the figure–ground
display using a button box that was oriented as in Experiment 1.
Participants received 96 practice trials that were not analyzed and

were allowed a break every 96 trials during the test. The display
types (left /right and upper/lower) were intermixed.

Results and Discussion
Only correct responses with reaction times (RTs) below

2,500 msec were analyzed; this trimming excluded less
than 8% of the data. Median RTs were computed for all
conditions and analyzed with a repeated measures analy-
sis of variance (ANOVA) using head orientation and
viewer-centered region tested (lower, upper, left, and
right) as factors. There were no speed–accuracy trade-
offs. The RT results, shown in Figure 2, indicate that the
lower-region preference followed head orientation: When
participants viewed a left /right display with tilted heads,
the retinally defined lower region appeared as “figure.”
When participants viewed an upper/lower display with
tilted heads, neither region had a figural advantage, be-

Figure 2. (A) Order and timing of events in the visual short-term memory matching task. (B) Retinally defined lower
regions are matched faster than retinally defined upper regions. (C) Retinally defined left and right regions do not show
any systematic figural preferences. Both when heads are upright and when they are tilted, participants match regions
that are lower in retinal coordinates faster. The numbers inside the bars are the average error percentages per condition,
and the error bars are 95% confidence intervals on the upper versus lower and left versus right pairwise comparisons.
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cause the regions were to the left and right of each other
retinally.

The ANOVA revealed no main effect of head orientation;
responses were not significantly different in the head-
upright (1,171.3 msec) and head-tilted (1,185.7 msec)
conditions [F(1,15) � 1]. There was a main effect of re-
gion tested. Responses to the four tested regions differed
from one another [F(3,45) � 5.3, p � .005], with fastest
responses to viewer-defined lower regions (1,151 msec)
and slowest responses to viewer-defined upper regions
(1,230.1 msec). Planned comparisons revealed that the
lower-region preference followed head orientation, con-
sistent with a viewer-centered coordinate system. In the
head-upright condition, lower regions were matched
faster than upper regions (1,218.6 msec vs. 1,302.5 msec)
[t(15) � 2.6, p � .03], replicating the lower-region pref-
erence. Most importantly, in the head-tilted condition,
viewer-defined lower regions were matched faster than
upper regions (1,083.3 msec vs. 1,157.6 msec) [t(15) �
2.7, p � .02].

Finally, the omnibus ANOVA revealed a significant
interaction between head orientation and region tested
[F(3,45) � 36.3, p � .005]. As is evident in Figure 2, the
interaction indicates an environment-based influence on
RTs: Participants were faster to respond to environmen-
tally defined left /right displays than to environmentally
defined upper/lower displays. The environmental effect
does not change the lower-region preference, which was
based on viewer-centered coordinates.

The environment-based influence might involve the
shape-matching component of this task, not the edge-
assignment component: If environment-based left–right
reversals of the test shapes (Figure 2A) are more percep-
tually similar than environment-based top–bottom rever-
sals (as would be encountered in left /right displays), an
orientation � region tested interaction would result. This
explanation predicts that the same orientation � region
interaction would result even when figure–ground re-
quirements were minimal (e.g., if the prime display was
a single region, not a figure–ground display). As discussed
later, an environmental reference frame for the shape-
discrimination component of this task would be consis-
tent with other studies that have investigated reference
frames (Rock, 1973, 1983). We are currently investigat-
ing the possibility that multiple reference frames are
used in performing this shape-matching task.

Regardless of the observed environmental contribu-
tion, Experiment 2 suggests that figure–ground assign-
ment occurs in a viewer-centered reference frame. When
participants tilted their heads, the figure–ground assign-
ment based on the lower-region cue followed head ori-
entation. If an environmentally defined left /right display
is viewed with a left-tilted head, the right region appears
“lower” to the viewer, and the shared contour is assigned
to this region. These results are consistent with theories
that propose that figure–ground assignment is computed
in a retino- or spatiotopic viewer-centered reference
frame (e.g., Kosslyn, 1987, 1994).

One question arising from Experiments 1 and 2 con-
cerns the strength of the viewer-centered influence on
figure–ground assignment. Specifically, could the viewer-
centered reference frame override the environment-
centered reference frame if the two were opposed? This
issue was addressed in Experiment 3 by asking partici-
pants to view figure–ground displays with head either
upright or upside down. The latter viewing was the result
of participants bending over and looking at the display
through their legs, which rotated the retinal image 180º.
If figure–ground assignment again follows head orien-
tation, then the lower-region preference should reverse
when participants view upper/lower displays: An envi-
ronmentally defined upper region, now a viewer-defined
lower region when viewed upside down, should appear
as “figure.” Such a finding would indicate that a viewer-
centered reference frame could override an environment-
centered frame.

EXPERIMENT 3

Method
Participants. Sixteen University of Iowa undergraduates with

normal or corrected-to-normal vision volunteered for course credit.
Stimuli and Procedure. The stimuli and procedure were iden-

tical to those in Experiment 2, with one exception: Participants
viewed the displays either sitting on the floor with their heads up-
right or standing, bent over, and looking at the computer monitor
through their legs with their heads upside down.

Results and Discussion
The results were analyzed as in Experiment 2. Trimming

eliminated less than 7% of the data, and there were no
speed–accuracy tradeoffs. The results, shown in Figure 3,
replicated the results from Experiment 2 by showing that
lower-region figural assignment followed head orientation.
When participants viewed an upper/lower display while
upside down, the viewer-defined lower region (the envi-
ronmentally defined upper region) appeared as “figure.”

The ANOVA revealed no main effect of head orientation;
responses were not significantly different in the head-
upright (1,185.7 msec) and upside-down (1,095.2 msec)
conditions [F(1,15) � 1.6, n.s.]. There was a main effect of
region tested. Responses to the four tested regions differed
from one another [F(3,45) � 5.7, p � .005], with fastest
responses to viewer-defined left regions (1,074 msec)
and slowest responses to viewer-defined upper regions
(1,242.6 msec). Planned comparisons revealed that the
lower-region preference followed head orientation, consis-
tent with a viewer-centered coordinate system. In the head-
upright condition, lower regions were matched faster than
upper regions (1,222.3 msec vs. 1,301.7 msec) [t(15) �
2.2, p � .05], again replicating the lower-region prefer-
ence. Most importantly, in the upside-down condition,
viewer-defined lower regions were matched faster than
upper regions (1,047.8 msec vs. 1,183.4 msec) [t(15) �
2.5, p � .03].

Finally, there was a marginal interaction between head
orientation and region tested [F(3,45) � 2.4, p � .10].
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This interaction suggests an environment-based influence
on RTs, which likely arises from the shape-discrimination
rather than the figure–ground (or edge-assignment) com-
ponent of the task. As in Experiment 2, this environmen-
tal contribution did not affect the lower-region prefer-
ence, which was based on viewer-centered coordinates.

These results demonstrate that figure–ground assign-
ment occurs in a viewer-centered reference frame, even
when the viewer-centered reference frame is directly op-
posed to an environmental reference frame.

GENERAL DISCUSSION

Most accounts of figure–ground assignment have hy-
pothesized that this visual process operates in a viewer-
centered (possibly retinotopic) representation. Unfortu-
nately, because of the nature of most gestalt figure–ground
cues, there was no empirical support for the use of such
a reference frame in f igure–ground assignment. The
present experiments used a new figure–ground cue, lower
region, to demonstrate that figural assignment does in-
deed use a viewer-centered reference frame. Changing
the retinal image, either by tilting the head or viewing a
display while upside down, affects figural assignment.
The region that falls in the viewer-centered lower posi-
tion is perceived as “figure.”

One potential concern with the present findings is that
they may only hold for the lower-region cue. However,
there is no evidence to suggest that the lower-region cue
is different from other figure–ground cues. In previous
work (Vecera et al., 2002), we demonstrated that the
lower-region cue influences the assignment of the contour
shared by two regions, just as the symmetry and area cues
do (Driver & Baylis, 1996). Lower regions also produce

more stable figures that undergo fewer figure–ground re-
versals. Converging evidence from other figure–ground
cues (e.g., orientation and symmetry) could ensure the
generality of the viewer-centered reference frame.

The present results differ from those of other studies
that have used head-tilt manipulations to investigate ref-
erence frames. Rock has shown that perceiving simple
shapes is not dependent upon the retinal image of those
shapes (Rock, 1973, 1983). For example, when viewing
a square with a 45º head tilt, a viewer will continue to
perceive a square, not the diamond that appears in the
viewer-centered retinal image. However, when a shape is
rotated in the frontal plane, the perception of that shape
can be altered because of the assignment of directions
(e.g., “top,” “bottom,” etc.) to regions of the shape. This
assignment can be based on gravitational (i.e., environ-
mental) or other visual information (see Rock, 1983).
Although the retinal and environmental representations
are misaligned when the head is tilted, in simple shape
perception head orientation is taken into account and
used to derive the object- or environment-centered de-
scription of the shape. However, in figure–ground as-
signment this is not the case. Instead, the retinal repre-
sentation of the stimulus determines the figure–ground
solution.

Although the cause of the differences between Rock’s
findings and the present results are not obvious, one
straightforward possible cause would be the difference
in the tasks that participants performed. In Rock’s re-
search, participants performed a long-term shape mem-
ory task that might depend on object identification (e.g.,
reporting whether a previously viewed shape was “old”
or “new” when viewed with a tilted head). Such a task
might benefit from the use of an object- or environment-

Figure 3. Results from Experiment 3 (upright and upside-down viewing). The lower-region figural advantage rotates with
the head orientation. (A) When participants view a figure–ground display while upside down, the retinally defined lower re-
gion (the environmentally defined upper region) is matched faster than the retinally defined upper region (the environmentally
defined lower region). (B) Retinally defined left and right regions do not show any systematic figural preferences. The num-
bers inside the bars are the average error percentages per condition, and the error bars are 95% confidence intervals on the
upper versus lower and left versus right pairwise comparisons.
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centered reference frame. In the present experiments,
participants performed a short-term matching task based
on edge assignment. Edge assignment can occur in an
early, retinotopically mapped representation (Sejnowski
& Hinton, 1987; Vecera & O’Reilly, 1998, 2000; Zhou,
Friedman, & von der Heydt, 2000), possibly minimizing
the need to represent the geometry of the figural region
in an object-centered reference frame. However, the vi-
sual system uses several reference frames, and there may
be situations in which edge and figure–ground assign-
ment require a non–viewer-centered reference frame.

The present results support the use of a viewer-centered
representation in figure–ground assignment, consistent
with both computational views of figure–ground pro-
cesses (e.g., Kosslyn, 1987; Sejnowski & Hinton, 1987;
Vecera & O’Reilly, 1998, 2000) and neurophysiologi-
cal findings that place these processes in early visual
cortex (Lamme, 1995; Zhou et al., 2000). Figure–ground
processes appear to operate within viewer-centered, 
intermediate-level vision, allowing them to provide in-
puts to high-level visual processes such as object recog-
nition, selective attention, and visuomotor action.
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NOTES

1. One might argue that neurophysiology could determine the refer-
ence frame of figure–ground assignment. Some neurophysiological
studies have suggested that figure–ground assignment occurs in the pri-
mary visual cortex, which is retinotopically mapped (Lamme, 1995),
suggesting a viewer-centered reference frame. However, other studies
have challenged this conclusion and suggested that figure–ground as-
signment may occur in the extrastriate visual cortex (Rossi, Desimone,
& Ungerleider, 2001) and use any number of reference frames.

2. There are several coordinate systems for viewer-centered repre-
sentations, including retinal position, head position, and body position.
Theories of figure–ground assignment have primarily discussed the
retinal position of figures; in this study, the term viewer-centered is like-
wise used to mean a representation that represents a stimulus relative to
its retinal position and orientation.
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