Contrasting gist-based and template-based guidance during real-world visual search
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Abstract

Visual search through real-world scenes is guided both by a representation of target features and by knowledge of the semantic properties of the scene (derived from scene gist recognition). In three experiments, we compared the relative roles of these two sources of guidance. Participants searched for a target object in the presence of a critical distractor object. The color of the critical distractor either matched or mismatched a) the color of an item maintained in visual working memory for a secondary task (Experiment 1) or b) the color of the target, cued by a picture before search commenced (Experiments 2 and 3). Capture of gaze by a matching distractor served as an index of template guidance. There were four main findings: 1) The distractor match effect was observed from the first saccade on the scene, 2) it was independent of the availability of scene-level gist-based guidance, 3) it was independent of whether the distractor appeared in a plausible location for the target, and 4) it was preserved even when gist-based guidance was available before scene onset. Moreover, gist-based, semantic guidance of gaze to target-plausible regions of the scene was delayed relative to template-based guidance. These results suggest that feature-based template guidance is not limited to plausible scene regions after an initial, scene-level analysis.

Public Significance: Many tasks in our modern world are visual search tasks, such as baggage screeners looking for dangerous items or radiologists looking for tumors. The present study aids in understanding how real-world searches of this sort are performed and can be optimized. In cases of real-world scene searches such as baggage screeners and radiology, searchers use the visual properties of possible/target objects and knowledge of where these objects are likely to be located. The findings from the present study expand our understanding of the relationship between these two sources of guidance.
Real-world tasks require that attention is guided efficiently to goal-relevant objects. For example, making a sandwich for lunch depends on a series of visual searches in which attention is directed to different objects as each becomes relevant (Land & Hayhoe, 2001). How is such strategic guidance implemented? Early theories of visual search emphasized the importance of guidance by a *target template* to explain search performance. This classic approach is exemplified in Wolfe’s Guided Search model (Wolfe, 1994). Bottom-up saliency is determined by the physical properties of the constituent objects, their similarity to neighboring stimuli, and their spatial proximity. Top-down guidance is implemented as a selective increase in the activity of feature values matching the target template. Attention is therefore biased toward items in the visual field that share target features. This type of model, and similar approaches (e.g., Desimone & Duncan, 1995; Duncan & Humphreys, 1989), capture key processes of visual search in the domain for which they were developed: simple visual stimuli arrayed in randomly determined locations.

In contrast to traditional search displays, real-world scenes have conceptual structure (objects tend to appear in similar locations across different scenes from a category) and episodic consistency (objects tend to appear in the same places as they were previously observed). Thus, scenes allow additional forms of strategic guidance beyond that provided by a template. Indeed, a large set of studies has demonstrated that, during search through real-world scenes, gaze is directed to regions of the scene where an object of that type is likely to be found (Castelhano & Heaven, 2011; Castelhano & Henderson, 2007; Eckstein, Drescher, & Shimozaki, 2006; Henderson, Malcolm, & Schandl, 2009; Henderson, Weeks, & Hollingworth, 1999; Malcolm & Henderson, 2009; Neider & Zelinsky, 2008; Võ & Henderson, 2010) and to locations where the target has been observed previously (Brockmole & Henderson, 2006a, 2006b; Brooks,
Rasmussen, & Hollingworth, 2010; Hollingworth, 2012; Võ & Wolfe, 2012). The allocation of attention during search through scenes is also influenced by the physical salience of particular objects (Itti & Koch, 2001), but salience is typically unrelated to task relevance and does not adapt to changing task demands. Thus, salience appears to play a relatively minor role in the guidance of goal-directed search (Henderson et al., 2009).

In sum, search through real-world scenes is guided by several forms of knowledge: knowledge of the visual properties of the target object (template guidance), knowledge of where the object is likely to be found in a scene of that type (semantic guidance)¹, and knowledge of where the object previously appeared in that particular scene exemplar (episodic guidance). However, the precise interactions between these sources of guidance are not well established. The contributions of template and semantic guidance are central to most current theories of search through real-world scenes, and here we will focus on the relative contributions of these two sources and the time-course of their implementation.

Similar to classical approaches, some theories of scene-based search stress a primary role for a target template (e.g., Hwang, Higgins, & Pomplun, 2009; Navalpakkam & Itti, 2005; Zelinsky, 2008), and empirical work demonstrates the importance of template information in search through scenes (e.g., Malcolm & Henderson, 2009). However, other theories have suggested that guidance in natural scenes is dominated by scene-level information, particularly at early stages of the search process (Ehinger, Hidalgo-Sotelo, Torralba, & Oliva, 2009; Torralba, Oliva, Castelhano, & Henderson, 2006; Wolfe, Võ, Evans, & Greene, 2011). Specifically, rapid recognition of the scene category and layout (i.e., gist) allows search to be limited, in large part,

¹ We treat gist-based, semantic guidance as encompassing all structural effects of scene categorical knowledge on attention during search. These can include the relationship between scene category and object presence and location, the relationship between scene surface structure and typical object location (Castelhano & Heaven, 2011), and the relationship between prominent landmarks and typical objects location (Koehler & Eckstein, in press).
to regions of the scene where the target is likely to be found.

For example, in the contextual guidance model of Torralba et al. (2006), search is guided by semantic information (learned associations between scene types and object locations) and saliency. These are integrated prior to the first saccade on a scene. Thus, areas selected for fixation tend to be contextually probable locations for the target, and the effects of salience are generally limited to these regions. This contextual guidance model was later updated to include a template representation (Ehinger et al., 2009), but the revised model also stresses a strong role of initial guidance by semantic knowledge. In a similar vein, the two-pathway architecture of Wolfe et al. (2011) consists of a nonselective pathway driven by scene gist recognition and a selective pathway driven by guidance from a target template. The former pathway is non-selective in that it depends on a rapid, global analysis of scene information, leading to gist recognition, and the parsing of the scene into regions where the target is and is not likely to be found. The latter pathway employs template guidance and is restricted, primarily, to those regions identified as plausible for the target from the global analysis.

The primacy of a scene-based pathway is possible given evidence for highly efficient gist recognition. A scene’s basic or superordinate level category can be recognized from presentations as brief as 40 ms (Greene & Oliva, 2009; Oliva & Schyns, 2000; Potter & Levy, 1969; Rousselet, Joubert, & Fabre-Thorpe, 2005; Sanocki, 2003)\(^2\). Moreover, very brief presentations of a scene allow guidance to be implemented based on perception of the scene category and its broad spatial layout (Castelhano & Henderson, 2007; Võ & Henderson, 2010). For example, Castelhano and Henderson (2007) used a flash-preview-moving-window paradigm to investigate the role of initial scene representations in facilitating visual search. Participants

\(^2\) Potter, Wyble, Hagmann, and McCourt (2014) reported gist detection at 13 ms per scene image, but this may have been due to inadequate masking (Maguire & Howe, 2016).
were first shown a 250 ms preview of an upcoming search scene, followed by a mask, then a category label for a search target. Finally, a scene was displayed in which participants searched for the target through a 2° circular window dynamically centered at fixation. Search times decreased when a preview of the search scene was displayed compared with control conditions displaying either a different scene or a pattern mask, suggesting that a brief glance of the scene is sufficient to significantly improve search efficiency.

In the present study, we tested whether gist-based, semantic guidance dominates the early stages of visual search, with the working hypothesis that classic, template-based guidance may play a larger role in early search than has been proposed in recent work (e.g., Wolfe et al., 2011). Why might this be the case? First, gist-based guidance requires not only recognizing the scene type or exemplar, but it also requires perceiving the spatial layout of the scene, perceiving the identities of particular surfaces (e.g., kitchen counter versus kitchen table), and mapping stored knowledge of typical object locations (that blenders tend to be found on kitchen counters but not on kitchen tables) to the parsed structural representation of the scene. Thus, although gist can be extracted with a 40 ms presentation, that does not necessarily mean that gist-based guidance can be applied to the search process so quickly, as application requires several additional processes.

How long might it take to implement gist-based guidance? Võ and Henderson (2010, Experiment 3) used the flash-preview-moving-window paradigm and varied the SOA between the brief scene preview and the onset of the search scene. Longer SOAs led to a larger search benefit, suggesting that gist-based guidance of search may take as long as 3000 ms to configure optimally. This leaves open the possibility that other forms of guidance (e.g., a template specifying target features) may influence the early stages of search. That is, template guidance may not be limited to a secondary role applied only to semantically plausible regions of the scene.
Second, recent studies have shown that the content of visual working memory (VWM), the standard substrate for template-based guidance (Desimone & Duncan, 1995; Duncan & Humphreys, 1989; Woodman, Carlisle, & Reinhart, 2013), has a strong influence on attention and saccade target selection even when there are strong competing biases from knowledge of relevant locations (Hollingworth, Matsukura, & Luck, 2013; Schneegans, Spencer, Schöner, Hwang, & Hollingworth, 2014). These studies had participants execute a saccade to a target that always appeared on the horizontal midline. When a distractor on the vertical midline matched an incidental color held in VWM, saccades were directed to the distractor on a large proportion of trials. That is, even with the possibility of extremely strong guidance from knowledge of the relevant target region, initial eye movements were often controlled based on incidental VWM content. Thus, when the content of VWM is a template specifying the features of the target object, it is quite possible that the template would override guidance based on knowledge of plausible spatial locations, such as that derived from recognition of the scene gist.

Although several studies have manipulated template and gist-based guidance (e.g., Malcolm & Henderson, 2010), neither their relative priority nor time course has been examined independently because both template and gist-based guidance would have driven attention to the same scene region. In three experiments, we dissociated guidance from these two sources of information using a version of a VWM-based capture technique (Hollingworth & Luck, 2009; Olivers, 2009; Soto, Heinke, Humphreys, & Blanco, 2005). Eye movements were monitored as participants searched for target objects in real-world scenes. On some trials, a distractor was present that either matched a color held in VWM for a secondary task (Experiment 1) or matched the color of the search target (Experiments 2 and 3). In addition, this distractor could either appear in a semantically plausible region for the target object or a semantically implausible
region, allowing us to test whether template-based guidance was limited to regions of the scene that were likely to contain the target and to examine the time-course of the template-based guidance effect.

To preview the results, in Experiments 1 and 2, a VWM- or template-matching distractor was at least twice as likely to be fixated than a non-matching distractor. This difference was observed from the very first saccade on the scene and was independent of the relevance of the distractor location for finding the target. Moreover, in Experiment 1, the gist-based guidance of attention to target-plausible scene regions was delayed relative to template-based guidance to the critical distractor. In Experiment 3, a VWM-matching distractor likewise captured gaze, even when participants were shown a scene preview that should have allowed them to prepare a gist representation for search guidance at scene onset. The data indicate a key role for template-based guidance in search through scenes, a role that is not strongly limited, either temporally or spatially, by the application of scene-level knowledge.

**Experiment 1**

In Experiment 1, we investigated the relationship between semantic and template guidance by placing gist-based, semantic guidance in conflict with guidance from a secondary color maintained in VWM. The procedure is illustrated in Figure 1. Participants searched for a letter superimposed on a target object (indicated by green in Figure 1) in a natural scene, receiving no cue, a category label cue, or an exact picture cue of the target object. Simultaneously, they maintained a color in VWM for a later memory test. A distractor (indicated by red in Figure 1) in the scene either matched (*match* trials) or did not match (*mismatch* trials) the VWM color. Note that the color in VWM was not functioning as a template per-se, as it did not indicate the color of the target. However, the incidental content of VWM guides attention in
a manner similar to the explicit template of search (Olivers, 2009; Olivers, Meijer, & Theeuwes, 2006; Soto et al., 2005). By separating the target representation (as specified by the target cue) and the VWM color, we could manipulate the specificity of the target information independently of the VWM color. This allowed us to introduce different levels of gist-based, semantic guidance while keeping the potential interaction between VWM and the colors of the objects in the scene relatively constant. The no-cue condition provided no information about the target object, and thus semantic information (plausible target locations) could not be used to guide search. The category-label-cue condition and picture-cue condition both provided information about the identity of the object that could be combined with scene gist and layout to guide attention to plausible scene locations. That is, knowing that the target was a blender, participants could use gist recognition of a kitchen scene to limit search to plausible locations, such as the kitchen counter.

<< Insert Figure 1 about here>>

The primary measure was the probability of fixating the critical distractor across the course of search as a function of three variables: 1) the match between the distractor color and the VWM color, 2) the availability of gist-based guidance, as implemented by the cue manipulation, and 3) the location of the distractor either in a plausible or implausible location for the target. Moreover, we investigated the gist-based guidance of attention by examining the probability of fixating scene regions where the target could plausibly appear. This allowed us to compare the relative contributions of template-based and gist-based guidance to the search process and the time-course of each.

If feature-based template guidance plays a more substantial role than claimed under recent theories that stress gist-based guidance, the probability of fixating the critical distractor
early during search should be significantly higher on match compared with mismatch trials. In addition, if feature-based template guidance is applied across the scene and is not limited to plausible regions, then the effect of VWM match should be observed for distractors that appear both in plausible and implausible locations for the target. Finally, the time-course of feature-based guidance need not be delayed relative to the time-course of semantic guidance. In contrast, theories that stress the primacy of gist-based, semantic guidance predict that gaze should be directed rapidly to plausible scene regions, and if an effect of VWM-match is present, it should be limited, in large part, to later stages of search and to regions of the scene where the target is likely to appear.

In addition to the central goals of the experiment, described above, Experiment 1 was designed to contribute to an important debate regarding the architecture of interaction between VWM and attentional selection. Under one view (Olivers, Peters, Houtkamp, & Roelfsema, 2011), only a single representation in VWM is maintained in a state that guides selection. In contrast, we have argued that, since multiple VWM items can be maintained as active representations in sensory cortex (Emrich, Riggall, LaRocque, & Postle, 2013), there need not be any such architectural constraint (Beck & Hollingworth, 2017; Beck, Hollingworth, & Luck, 2012; Hollingworth & Beck, 2016). The primary behavioral evidence supporting the single-item-template (SIT) hypothesis comes from studies in which participants maintained both an immediately relevant search target in VWM and a secondary memory item for a later test (Downing & Dodds, 2004; Houtkamp & Roelfsema, 2006). However, the results from these studies have been ambiguous. Some experiments have demonstrated no capture by a distractor matching the secondary memory item (Downing & Dodds, 2004; Houtkamp & Roelfsema, 2006, Exps. 1A, 2A, and 3), consistent with the SIT hypothesis, and others have demonstrated capture
(Hollingworth & Beck, 2016; Houtkamp & Roelfsema, 2006, Exps. 1B and 2B), consistent with the multiple-item-template (MIT) hypothesis. In Experiment 1, we included the picture-cue condition to create a test similar to the above studies. A representation of the target picture should be maintained as a template in VWM. If VWM-based guidance is limited to a single item, the memory color should not interact with oculomotor selection, producing no effect of distractor match. However, if both the target representation and the memory color interact with selection, we should observe both relatively efficient guidance toward the search target and capture by an object matching the memory color.

**Method**

**Participants.** Forty-four (34 female) participants from the University of Iowa community completed the experiment for course credit. Each was between the ages of 18 and 30 and reported normal or corrected to normal vision (we excluded participants who needed contact lenses to achieve normal vision). Cue type was manipulated between subjects. Analysis of a pilot experiment (N = 20) similar to the category-label-cue condition indicated that for the effect of VWM match on distractor fixation probability, eight participants would be required to obtain 80% power (Cohen, 1988). As a conservative approach, in Experiment 1 we ran 12 participants in the no-cue condition and 12 in the category-label-cue condition. Twenty participants were allocated to the picture-cue condition with the expectation that effective size might be reduced when both the search target and memory color were maintained in VWM. However, the results from the picture-cue condition were functionally equivalent in the full analysis and in an analysis limited to the first 12 participants run. We report data from the full set of 20 participants.

**Stimuli.** For the search task, 96 photographs of real-world scenes were used, each subtending 26.32° X 19.53° visual angle at a resolution of 1280 X 960 pixels. The scenes were
mostly indoor locations (e.g. an office or a bedroom) collected online using several different search engines. Target objects were chosen as semantically consistent with the scene and always appeared in a typical location (e.g. a stapler on an office desk). The appendix lists the category of each scene and the identity of each target object. Note that each scene and each target were unique (there was no repetition of scene backgrounds or targets). Targets subtended between 1.63° X 1.59° and 9.30° X 7.56° visual angle, with a mean of 3.27° X 3.34°. None of the targets appeared at the center of the scene, so that participants had to execute at least one saccade to complete the search task. The mean eccentricity of targets (scene center to object center) was 7.62°. Superimposed on the search target object in each scene was a left or right facing ‘F’ in Arial font, subtending 0.25° X 0.41°. The ‘F’ was either black, white, or gray, chosen to ensure visibility when superimposed over each target.

Half (48) of the scenes contained a critical distractor object that could either match or mismatch a color maintained in VWM. The other half were filler scenes. However, for the filler scenes, the color held in VWM was chosen so that it was never a close match for any object in the scene; thus, these filler scenes functioned as additional mismatch scenes, limiting the match trials to only 25% of all trials in the experiment. For the other 48 scenes containing a critical distractor object, one fairly salient object was chosen as the distractor. In addition, it was chosen to have a relatively uniform color across its surface. Each distractor was the only object with that particular color in the scene, so that any capture effect would be limited to the distractor object. To do this, in some scenes, we used photo-editing software to change the color of the distractor so that it was unique within the scene. Distractor colors varied across the set of scene items. The distractors ranged from subtending 1.63° x 1.59° to 9.40° x 8.70°, with a mean of 3.34° x 3.86°. Note that the appearance of the scene and distractor was identical in the match and mismatch
conditions; VWM-match was manipulated by changing the remembered color, not the scene. Thus, the physical saliency of the distractor objects was controlled across match and mismatch conditions.

The memory color square subtended 1.64° X 1.64°, presented centrally. On match trials, the memory color was calculated as the average RGB color value across all pixels of the critical distractor object. Note that, in this design, there was rarely any major part of the object that was an exact match with the remembered color. Thus, given the subtle color difference in the memory test stimuli (described below), it is unlikely that participants would have attended to the distractor in order to improve memory performance. On mismatch trials, the memory color was chosen from a different color category than on match trials (e.g., if the memory color was a red hue on match trials, the memory color could be a green hue on mismatch trials). The particular memory colors associated with a scene item (match and mismatch) remained the same across participants. In the memory test at the end of the trial, two colored squares were presented to the left and right of central fixation. One of the colored squares was an exact match to the color presented for memorization. The other colored square varied from the exact match square by ±20 on each of the three RGB channels, with the +/- direction determined randomly for each channel. The location of the matching color (and thus the correct memory test response) was also determined randomly.

There were three target-cue conditions: no-cue, category-label-cue, and picture-cue. In the category-label-cue condition, the cue was a basic- or subordinate-level label for the object (e.g. “blender” or “coffee mug”) presented in black Arial font. In the picture-cue condition, the cue was an image of the target object extracted from the scene itself, presented centrally. To avoid any ambiguity in the identity of the pictured target, the category label was also presented
beneath the picture.

**Apparatus.** The apparatus was the same for all experiments. The stimuli were presented on an LCD monitor with a refresh rate of 100 Hz at a viewing distance of 77 cm maintained by a chin and forehead rest. The position of the right eye was monitored using an SR Research Eyelink 1000 eyetracker, sampling at 1000 Hz. Manual responses to both the search and memory test were collected with a response pad. The experiment was controlled by E-prime software.

**Procedure.** After arriving for the experiment session, participants were provided with informed consent and both oral and written instructions. They were instructed that the primary task was to find the letter “F” in each scene based on the cue (if present) indicating the target object, and to report whether the “F” was normally oriented or mirror-reversed. They were also instructed that there would sometimes be an object in the scene with a color similar to the color of the remembered square, but this object would never contain the “F”. The eyetracker was calibrated at the beginning of the session and was re-calibrated if the estimate of gaze position deviated from the central fixation point by more than approximately 0.75º.

The experimenter initiated each trial as the participant maintained central fixation. In the category-label and picture-cue conditions, a fixation cross appeared for 400 ms, followed by the target cue for 700 ms, followed by another fixation cross for 1000 ms. In the no-cue condition, there was just a 1000 ms fixation cross following the trial onset. Next, in all conditions, the colored memory square appeared for 500 ms, to be maintained in VWM for the later memory test. A final fixation cross followed the square for 700 ms, and the search scene was presented until response. Participants pressed the right button on a button box to indicate a normal “F” and the left button to indicate a mirror-reversed “F”. After this response, there was a 500 ms delay, followed by the color memory test display until response. Participants used the same buttons to
indicate the color square (left or right) that was the exact match for the memory color. No feedback was given for either response.

Participants first completed a practice session of six trials. Then, they completed an experiment session of 96 trials: 24 match trials, 24 mismatch trials, and 48 filler trials, with trial order randomly determined. Participants saw each scene item once. Across an experiment, each scene item appeared in each condition an equal number of times, with the assignment of scenes to the match conditions counterbalanced across pairs of participants. For the first participant in the pair, the assignment of scene items to match conditions was determined randomly. For the second, the assignment was reversed. The entire session lasted approximately 30 minutes.

**Data Analysis.** Saccades were defined by a combined velocity (30°/s) and acceleration (8000°/s²) threshold. Eyetracking data was analyzed with respect to two regions of interest (ROIs): the target region and the critical distractor region, which never overlapped. Both regions were rectangular and extended approximately 0.3° beyond the edges of the target and critical distractor objects, respectively. Trials were eliminated from the analysis if the target object was not fixated before the response, if the response to the letter orientation was incorrect, if the first fixation on the scene was not within a 1.54° X 1.54° central square region, or if a given search time was greater than 2.5 standard deviations from a subject’s condition mean. This process resulted in the removal of 19.3% of trials in the no-cue condition, 16.5% of trials in the category-label-cue condition, and 17.1% of trials in the picture-cue condition. The pattern of results was not affected by trial removal.

**Results and Discussion**

We begin by presenting summary statistics for the memory and search tasks. We then present the critical results concerning measures of distractor fixation.
Memory Accuracy. Memory and search accuracy data are reported in Table 1. Overall, memory accuracy was 67%. The data were entered into a 3 (cue condition: no cue, category-label-cue, picture-cue) X 2 (distractor color match condition: match, mismatch) mixed-design analysis of variance (ANOVA). There was no main effect of cue condition, $F(2,41) = 1.35, p = .271, \eta^2 = .062$, no main effect of distractor-match conditions, $F(1,41) = 0.512, p = .478, \eta^2 = .012$ and no interaction, $F(2,41) = 1.01, p = .373, \eta^2 = .047$.

Search Accuracy. Overall search accuracy was very high (96%). The data were entered into a 3 (cue condition) X 2 (distractor color match condition) mixed-design ANOVA. As with memory accuracy, there was no main effect of cue condition, $F(2,41) = 1.67, p = .201, \eta^2 = .075$, and no main effect of distractor match condition, $F(1,41) = .086, p = .771, \eta^2 = .002$. There was a significant interaction, $F(2,41) = 4.73, p = .014, \eta^2 = .187$, driven by slightly lower performance in the no-cue condition on match (92%) versus mismatch trials (95%), consistent with the capture effects reported below.

Search Time. Search time was defined as the elapsed time from the onset of the search scene to the beginning of the first fixation on the target object (Figure 2A). Reaction time for the manual response produced an equivalent pattern of results. First, there was a main effect of cue type, $F(2,41) = 36.57, p < .001, \eta^2 = .641$, with progressively faster searches as the cue became more specific. Second, there was a main effect of distractor color match, with faster search on mismatch (960 ms) compared with match (1070 ms) trials, $F(1,41) = 7.15, p = .011, \eta^2 = .148$. The interaction did not reach significance, $F(2,41) = .472, p = .627, \eta^2 = .023$. Examining the pairwise differences between cue conditions, there was a reliable advantage for the category-label-cue condition (825 ms) over the no-cue condition (1663 ms), $F(1,22) = 26.84, p < .001, \eta^2$
= .550, and a numerical trend toward an advantage for the picture-cue (740 ms) condition over the category-label-cue condition, $F(1,30) = 2.94, p = .097, \eta^2 = .089$.

<< Insert Figure 2 about here>>

Measures of Distractor Fixation (Template Guidance). Next, we examined the probability of fixating the critical distractor object as a function of VWM color match (Figure 2B). Participants were more likely to fixate the distractor on match (.48) compared with mismatch (.25) trials, $F(1,41) = 68.5, p < .001, \eta^2 = .626$. This effect was seen for all three cue conditions: for the no-cue condition: $F(1,11) = 9.42, p = .011, \eta^2 = .461$ (.62 vs .40); for the category-label-cue condition: $F(1,11) = 68.23, p < .001, \eta^2 = .861$ (.46 vs .21); and for the picture-cue condition: $F(1,19) = 35.05, p < .001, \eta^2 = .648$ (.40 vs .18). There was also a main effect of cue-condition, with decreasing probability of distractor fixation as the cue became more specific, $F(2,41) = 23.59, p < .001, \eta^2 = .535$, consistent with more efficient guidance with more specific cues. Critically, there was no interaction between cue condition and distractor match, $F(2,41) = 0.14, p = .872, \eta^2 = .007$. In particular, the capture effect (i.e., the difference in fixation probability on match compared with mismatch) was numerically at least as large when participants were provided with a cue (.25 for the category-label cue, .22 for the picture-cue), and thus could have used gist-based guidance, as when they were given no information about the

---

3 It is important to eliminate the possibility that the effect of match by the remembered color was caused by low-level priming from the mere presentation of the memory color before the search. Thus, we ran a control experiment (N = 12, 6 female) that was identical to the category-label-cue condition of Experiment 1, except there was no post-trial color memory test. Although participants saw the memory color, there was no demand to actively maintain the color in VWM during search. Participants were told the colored square signaled that the trial was about to begin. Trials were removed according to the same criteria as in Experiment 1 (12.8%). In contrast to the results reported above, color match did not reliably influence search time, $F(1,11) = 1.00, p = .337, \eta^2 = .083$ (811 ms for match vs. 872 ms for mismatch). In addition, there was no reliable difference in the probability of fixating the distractor object between match (0.24) and mismatch (0.21) trials, $F(1,11) = 1.19, p = .297, \eta^2 = .097$. The control experiment had sufficient power to detect a mean fixation probability difference of .08 between match conditions. Thus, it had enough power to detect an effect substantially smaller than the effect observed in the main experiment (.23 in the corresponding category-label-cue condition of the main experiment). In sum, the distractor color match effect in Experiment 1 was unlikely to have been caused by low-level priming.
target (.22 for the no-cue). Preferential fixation of VWM-matching distractors demonstrates guidance from the incidental content of VWM.

To examine the time-course of the distractor match effect, we calculated the probability of fixating the distractor object for each ordinal fixation index during search. In Figure 2C, the first participant-controlled fixation (after the first saccade on the scene) is denoted as Fixation 1. Figure 2C shows each probability for the match and mismatch trials in the three cue conditions. A trial was removed from the analysis upon target fixation. Given that different trials ended at different ordinal fixation indices, as ordinal fixation increased, fewer and fewer trials contributed to the analysis. A participant’s data were included only if the participant contributed at least 8 trials to each condition. In addition, a value is plotted in the figure only if 9 of the 12 participants’ data were available for the no-cue and category-label-cue and 15 of 20 for the picture-cue condition. All 12 participants were included in all ordinal fixations bins for the no-cue condition; all 12 participants were included in all bins in the category-label-cue condition; all 20 subjects in the picture-cue condition were included for bins one through five, and 15 contributed to fixation bin 6. Thus, fewer data points are plotted for the cue conditions in which search was more efficient. The key result, as evident in Figure 2C, was that the distractor color-match effect was largest for ordinal fixations 1 and 2. Maintaining a particular color in VWM had a substantial influence on saccade target selection from the very first saccade on the scene.

Figure 2D displays the Euclidean distance (in degrees of visual angle) of the current fixation point from the center of the target object (blue lines) and from the center of the distractor object (red lines), as a function of ordinal fixation index. Note that Fixation 0 (the first fixation on the scene, controlled by the experimenter) was included to show that there was minimal variability in the distance from the two objects (i.e., target, distractor) at the start of each trial.
For this analysis, data from ordinal fixations after the target had been fixated were included (with a value of zero) to reflect the overall progress of guidance toward the target. On match trials, the result of the first few saccades indicates that the eyes were taken away from the target and directed toward the distractor, on average. On mismatch trials, the first saccade did not reduce the distance to the target, but subsequent saccades brought the eyes systematically closer to the target. Thus, on match trials, the incidental distractor match interfered with the process of guiding the eyes toward the target.

Next, we considered whether the distractor color-match effect was modulated by the semantic plausibility of the distractor location as a location for the target. Such an effect would be expected if the application of VWM/template information was limited to target-plausible regions of the scene. A new group of 8 (5 female) undergraduates from the University of Iowa rated the plausibility of the 48 critical distractor locations. Specifically, they saw each scene for a self-determined amount of time, with the target marked by a green circle and the distractor marked by a white square. They reported whether the target could plausibly occur in the location occupied by the distractor, on a scale of 1-7. The interclass correlation showed the across-subjects ratings to be reliably similar, $R = .864$, $F(47,329) = 7.33$, $p < .001$. We collapsed the rated values across subjects and performed a median split of the scene items (see Experiment 2, Figure 3 for an illustration of a scene with a moderately high rating of plausibility and a scene with a moderately low rating of plausibility). The data were entered into a 2 (plausibility) X 2 (distractor color match) ANOVA for both the category-label and picture-cue conditions. For the category-label-cue condition, there was no main effect of plausibility, $F(1,11) = 0.782$, $p = .396$, $\eta^2 = .066$ (.35 vs. .31), and no interaction with match condition, $F(1,11) = 3.91$, $p = .074$, $\eta^2 = .262$, though there was a numerical trend towards a larger match effect for plausible (.32) than
for implausible (.18) distractors. Similarly, in the picture-cue condition, there was no main effect of plausibility, $F(1,19) = 2.54$, $p = .128$, $\eta^2 = .118$, (.31 vs. .27), and no interaction, $F(1,19) = 2.46$, $p = .134$, $\eta^2 = .115$, though, again, there was a numerical trend towards a larger match effect for plausible (.28) compared with implausible (.17) distractors. In sum, there remained a robust effect of distractor color match even when the matching distractor appeared in a location that was relatively implausible for the target object. However, this analysis is limited by the post-hoc separation of scene items, resulting in variability in the number of scene items in each plausibility condition for each participant. In Experiment 2, location plausibility was manipulated experimentally.

Measures of Semantic Guidance. Finally, we examined the gist-based, semantic guidance of attention to target-plausible regions for the scene. A new group of four observers (one an author, BB), outlined the regions of each of the 48 critical scene items where the target object for that scene was likely to be located. Identified regions were highly consistent across raters. For example, in a kitchen scene with a mixer target, all raters outlined the two regions of kitchen counter as plausible. For the few inconsistencies, we chose the maximally inclusive set of regions. These were then converted into software ROIs for eye movement analysis. To assess guidance, we compared the elapsed time until the first fixation in one of the target-plausible regions for the no-cue condition, in which there could not have been gist-based guidance, and the category-label-cue condition, in which gaze could have been preferentially allocated to plausible regions for the cued object type. The analysis was limited to mismatch trials so that effects would not be contaminated by guidance from VWM. Moreover, to minimize the potential effect of guidance by a template representation of the target itself (potentially derived from the verbal label), we excluded the target region (conservatively, 25% larger than the target region for the
main analysis) from the set of plausible-region ROIs.

The elapsed time to the first fixation on a target-plausible region was reliably shorter in the category-label-cue condition (404 ms) compared with the no-cue condition (712 ms), $F(1,22) = 22.66, p < .001, \eta^2 = .507$ (Figure 3A). We also examined the mean elapsed number of fixations to the first fixation on a plausible region for the target. Participants required fewer fixations to fixate a plausible region in the category-label-cue condition (1.82) compared with the no-cue condition (2.74), $F(1,22) = 17.95, p < .001, \eta^2 = .449$ (Figure 3B). Equivalent results were observed for a comparison between the no-cue and picture-cue conditions. Thus, we can be confident that participants used the category information in the label and picture cues to implement gist-based, semantic guidance during search.

<< Insert Figure 3 about here>>

Further, we conducted a time-course analysis of semantic guidance similar to the analysis for the time-course of the distractor match effect. We calculated the probability of fixating a target-plausible region for each ordinal fixation index during search. As is evident in Figure 3C, there was no effect of semantic guidance for the very first saccade on the scene, and the guidance effect increased gradually over the course of the first five fixations on the scene (note that the no-cue data are plotted only out to Fixation 5, as this was the limit for the category-label-cue data). Consistent with this pattern, there was a reliable interaction between cue condition and ordinal fixation, $F(4,88) = 4.79, p = .002, \eta^2 = .179$, indicating that the effect of gist-based guidance increased during the course of search. Pairwise comparisons demonstrated that there was no reliable difference in plausible-region fixation probability for Fixation 1, $F(1,22) = 0.03, p = .862, \eta^2 = .001$. However, this probability differed between the two cue conditions for Fixations 2-5 (except for Fixation 3): for Fixation 2, $F(1,22) = 4.90, p = .037, \eta^2 = .182$; for Fixation 3,
\( F(1,22) = 2.35, p = .139, \eta^2 = .097 \); for Fixation 4, \( F(1,22) = 10.57, p = .004, \eta^2 = .325 \); and for Fixation 5, \( F(1,22) = 11.81, p = .002, \eta^2 = .349 \). Thus, the effect of semantic guidance was delayed relative to the effect of template-based guidance, with the latter observed from the very first saccade on the scene (compare Figures 2C and 3C).

**Summary.** The match between a distractor object and a color held in VWM captured attention from the first saccade on the scene during visual search. Because VWM acts as the primary substrate of feature-based attention templates, this result suggests that template-based guidance can dominate the initial stages of visual search through scenes, at least under the present conditions. In addition, the effect of VWM was independent of the availability of semantic guidance within the scene: the effect was just as large when participants knew the identity of the target object (and could thus use scene gist to limit attention to plausible scene regions) as when they had no information about target identity (providing no opportunity for gist-based guidance). The effect of VWM match also remained when the analysis was limited to scenes with distractors that appeared in an implausible location for the target, suggesting that VWM/template guidance was implemented broadly across the scene and was not limited to target-plausible regions based on an earlier gist-driven parsing. Moreover, analysis of the time-course of gist-based guidance indicated that it was delayed relative to the implementation of template-based guidance, the reverse of the prediction generated from the hypothesis that gist-based, semantic guidance dominates the early stages of search (Torralba et al., 2006; Wolfe et al., 2011). This observed delay is consistent with our hypothesis that gist-based guidance may take substantially longer to configure than estimated from the speed of gist recognition.

Note that the VWM-match results are particularly strong, because the VWM color was not the explicit target of search and, in the *category-label-cue* and *picture-cue* conditions, it had
to compete with template-based guidance from a representation of the target object. Moreover, in the picture-cue condition, the target template should have been maintained itself in VWM. Thus, the results inform our secondary question about whether VWM-guidance is limited to a single-item or can span multiple-items: the significant capture from a secondary VWM color in the picture-cue condition supports the latter view.

**Experiment 2**

In Experiment 1, the test of early template guidance depended on capture from a secondary color maintained in VWM, which allowed us to independently manipulate the availability of semantic guidance via the target-cue condition. In Experiment 2, we developed a complementary test to gather converging evidence with Experiment 1. The memory task was eliminated, and the cuing condition was limited to the picture-cue. On match trials, the critical distractor object shared the color of the cued target object. On mismatch trials, it did not. This was implemented by manipulating the color of the target object in a particular scene so that it either did or did not match the color of the critical distractor, as illustrated in Figure 4. Additionally, the semantic plausibility of the distractor location (as a location for the target) was experimentally manipulated. If the application of feature-based template guidance is constrained by an initial gist-based parsing of the scene into target-plausible and –implausible regions, then the effect of distractor color match should be limited to the plausible condition. In contrast, if feature-based template guidance is implemented broadly from the very beginning of search (i.e., before the application of semantic guidance), as suggested by the results from Experiment 1, then the effect of distractor match should be largely independent of location plausibility.

<< Insert Figure 4 about here>>
Method

Participants. Twelve (9 female) new participants from the University of Iowa community completed the experiment for course credit. Each was between the ages of 18 and 30 and reported normal or corrected to normal vision.

Stimuli. The stimuli were 96 photographs of real-world scenes (48 experimental scenes and 48 filler scenes). Many of the experimental scenes were the same as in Experiment 1. However, some targets from Experiment 1 did not have an appropriate color for a distractor match (e.g. a black stapler, in a scene full of black objects), and these scenes were replaced with new scenes for Experiment 2. Target object size ranged from 1.40° X 1.56° to 10.55° X 9.11° visual angle, with a mean of 3.80° X 3.34°, and distractor objects’ size ranged from subtending 1.56° X 1.55° to 9.53° X 9.64° of visual angle, with a mean of 4.03° X 3.54°. To create the match and mismatch stimuli, for each scene, we used photo-editing software to manipulate the colors of the target and critical distractor (Figure 4). In the match condition, the two objects had the same color. This was achieved by first taking the average color of the target object, then changing the color of the critical distractor object to match this average color. In the mismatch condition, the target color was different from the critical distractor color. Thus, the color of the critical distractor did not vary across match conditions, controlling for low-level differences that might influence distractor fixation probability. The target picture cue that appeared before search was specific to the color of the target in that scene. For example, in a match trial using the scene depicted in Figure 4, the participant saw yellow blender as the picture cue and searched for that object in the presence of a yellow critical distractor. In a mismatch trial using the same scene, the participant saw a blue blender as the picture cue and searched for that object in the presence of the same yellow distractor.
We experimentally manipulated whether the critical distractor appeared in a plausible or implausible location for the target. To do this, we originally selected the 48 scenes so that 24 had a distractor in a plausible location for the target and 24 had a distractor in an implausible location for the target. We then had a new group of 8 (3 female) undergraduates from the University of Iowa rate the plausibility of the 48 critical distractor locations for the 48 experimental scenes, using the same method as described in Experiment 1. The interclass correlation showed the across-subjects ratings to be reliably similar, $R = .839$, $F(47,329) = 7.33$, $p < .001$. We performed a median split, assigning the scenes with the lower half of scores to the implausible location condition and scenes with the higher half of scores to the plausible location condition. The final assignment of items to plausibility conditions was largely consistent with the choices made by the experimenters: 42 of the 48 scenes fell into the plausibility category for which they were originally selected. The analyses, reported below, were equivalent when including all 48 scene items (reported) and when limited to the set of 42 for which the independent ratings agreed with the initial experimenter selection.

**Procedure.** The procedure was the same as in Experiment 1’s picture-cue condition, except there was no secondary color to remember and thus no post-search color memory test. As in Experiment 1, each participant saw each scene item once. The assignment of experimental scene items to the match and plausibility conditions was counterbalanced across sets of four participants, with each participant shown 12 items in each of the four conditions (match-plausible, match-implausible, mismatch-plausible, mismatch-implausible).

**Results and Discussion**

Trials were removed based on the same criteria as in Experiment 1 (15.1%). The pattern of results was not affected by trial removal.
**Search Accuracy.** Search accuracy was overall very high (99%, see Table 2). There was no difference in accuracy between *match* (99.3%) and *mismatch* (98.6%) trials, $F(1,11) = 0.646$, $p = .438$, $\eta^2 = .056$.

<< Insert Table 2 about here >>

**Search Time.** The time to first fixation of the target data (Figure 5A) were entered in a 2 (distractor color match condition: *match, mismatch*) X 2 (distractor location plausibility: *plausible, implausible*) ANOVA. There was a main effect of distractor color match, with longer mean search time on *match* (430 ms) compared with *mismatch* (378 ms) trials, $F(1,11) = 4.91$, $p = .049$, $\eta^2 = .309$. There was also a main effect of plausibility: targets were found more quickly when the critical distractor was in implausible location for the target (370 ms vs. 438 ms), $F(1,11) = 21.18$, $p = .001$, $\eta^2 = .658$. Moreover, there was a numerical trend toward an interaction between these two factors, $F(1,11) = 2.82$, $p = .121$, $\eta^2 = .204$, driven by the fact that the distractor color-match effect was larger for implausible distractor scenes than for the plausible distractor scenes. The most likely explanation for this interaction (and for the main effect difference between plausibility conditions) derives from idiosyncratic differences in the scene items used for the plausible and implausible conditions. For the plausible condition, the scene items producing the highest rates of distractor fixation also tended to have a distractor that was relatively close to the target location (the 12 scene items with the highest distractor fixation rate had a mean distance of 10.2 degrees between target and distractor). Whereas, in the implausible condition, the scene items producing the highest rates of distractor fixation tended to have a distractor that was far from the target location (the 12 scene items with the highest distractor fixation rate had a mean distance of 16.4 degrees between target and distractor). Thus, capture was more disruptive in the implausible condition. Note that this is unlikely to have been
caused by semantic guidance of attention to the target region in the plausible condition, as the overall rates of distractor fixation did not differ between plausible and implausible distractor scenes, as reported next.

<< Insert Figure 5 about here >>

*Measures of Distractor Fixation.* The data for probability of fixating the critical distractor (Figure 5B) were entered into a 2 (distractor color match condition) X 2 (distractor location plausibility) ANOVA. There was a main effect of distractor color match, with a higher probability of distractor fixation on match (.30) compared with mismatch (.04) trials, $F(1,11) = 35.66, p < .001, \eta^2 = .764$. There was no main effect of plausibility, suggesting that distractors were fixated as often whether they were in plausible (.20) or implausible (.15) locations, $F(1,11) = 1.64, p = .226, \eta^2 = .130$. Critically, there was no interaction between these two factors, $F(1,11) = 0.020, p = .890, \eta^2 = .002$, indicating that the effect of distractor color match was not modulated by distractor location plausibility. Planned contrasts in each of the plausibility conditions indicated a reliable distractor match effect when the critical distractor appeared both in a plausible location for the target, $F(1,11) = 11.33, p = .006, \eta^2 = .507$, and in an implausible location for the target, $F(1,11) = 22.51, p < .001, \eta^2 = .672$. Comparison of the absolute size of the capture effect across plausibility conditions is limited by the fact that, by necessity, the two conditions used different sets of scene items. However, the critical point is that the distractor match effect was observed robustly in the implausible condition, indicating that template guidance was not limited to target-plausible regions of the scene.

As in Experiment 1, we again considered the time-course of the distractor color-match effect by computing the probability of fixating the distractor at each ordinal fixation index as a function of color match (Figure 5C). A participant’s data were included only if the participant
contributed at least 8 trials to each condition, and a value is plotted only if 9 of the 12 participants’ data were available. All 12 participants were included for all three fixation bins for the plausible condition; for the implausible condition, all 12 participants were included for fixation bins 1 and 2, and 10 were included in fixation bin 3. Because search was quite efficient in Experiment 2, data points only extend out to the third fixation. As in Experiment 1, the distractor color-match effect was evident from the beginning of search in both the plausible and implausible conditions, suggesting that template-based guidance was deployed broadly across the scene, rather than being limited to target-plausible regions.

We also report the Euclidean distance analysis for Experiment 2, using the same method as in Experiment 1 (Figure 5D). Note that, for Fixation 0 (the first fixation on the scene, controlled by the experimenter) gaze tended to be slightly closer to the target than to the critical distractor, on average, reflecting the fact that in this modified set of scenes, targets were slightly closer to the scene center than were distractors. The first participant-directed fixations on match trials was biased toward the distractor compared with mismatch trials. This effect was observed for both plausible and implausible distractors.

In sum, there was a substantial effect of template color match on the probability of distractor fixation for the first two saccades on the scene. This pattern was observed both for distractors that appeared in locations where the target would typically appear and, critically, for distractors that appeared in locations where the target would not typically appear. Thus, feature-based template guidance was implemented from the beginning of search and was not restricted to target-plausible locations.

Experiment 3

In Experiments 1 and 2, we demonstrated that a feature-based template representation can
guide selection early during search in scenes. However, one might argue that template-based
guidance and gist-based, semantic guidance were not given an equal opportunity to influence the
early stages of search. That is, participants were shown the target cue before the presentation of
the scene, allowing them to establish a template representation before scene onset. In contrast,
semantic guidance could not have been configured before the scene onset (except to the limited
extent that the identity of the target object allowed a participant to predict the category of the
scene). Thus, the early distractor color-match effect may have arisen only because semantic
guidance was not available from the beginning of search.

In Experiment 3, we used the basic method of Experiment 2, but on half of the trials, we
added a scene preview before search to familiarize participants with the identity and general
layout of the scene. The preview was a low-pass filtered grayscale image of the scene, so that
gist could be extracted, but there would be limited opportunity to extract information about the
specific objects in the scene (such as the target and its location). Previous experiments have
demonstrated that gist can be extracted under these viewing conditions for the particular type of
scenes chosen (Castelhano & Henderson, 2008; Oliva & Schyns, 2000).

Note that this method is a particularly strong test of early feature-based template
guidance. The scene preview allowed participants to establish a representation of scene gist and
layout and combine this with the cue indicating the target of search, so as to localize plausible
regions of the scene. It is therefore possible that participants could have directed attention
covertly to a plausible screen location even before the onset of the search scene. In addition,
although the filtering manipulation eliminated high-frequency information above two
cycles/degree, it did not eliminate all of the information from local objects, so it is also possible
that sufficient target information could have been extracted from the preview to allow
participants to localize the target before search commenced, at least on some trials. Thus, we anticipated that the availability of a scene preview would reduce the effect of distractor color match. However, if the distractor color-match effect were still observed, even with reduced magnitude, then such a result would indicate that feature-based template information can guide early search despite strong spatial constraints that were available before the onset of search.

**Method**

**Participants.** Twenty-four (16 female) new participants from the University of Iowa community completed the experiment for course credit. We tripled the N suggested by the power analysis of the pilot experiment (8 participants), with the expectation that the preview might diminish the effect of distractor match. Each participant was between the ages of 18 and 30 and reported normal or corrected to normal vision.

**Stimuli.** The stimuli were the same as used in Experiment 2, with the exception of the scene preview images. The scene previews were generated by first creating a monochrome version of each scene. This was accomplished by converting each scene from RGB to L*a*b color space, then removing the a*b components. Each scene was then low-pass filtered at 2 cycles/degree of visual angle, which maintained most mid- and low-level frequency information. To ensure that participants could indeed extract the gist of each scene from the filtered preview, we performed a control experiment. Twelve new subjects (eight female) from the University of Iowa community saw the filtered version of each of the 48 experimental scenes for 250 ms, followed by a 50-ms mask and a 2AFC test consisting of two scene category labels. For example, after viewing the filtered version of a kitchen scene, the participant chose between the labels “kitchen” and “dining room”. Foil labels were chosen so that indoor scenes always had indoor foils and outdoor scenes outdoor foils. Mean discrimination accuracy was 90.7%, indicating that
the previews contained sufficient information to reliably extract the gist of the scene.

The mask that appeared after the scene preview was a random noise mask: each pixel in the mask had a randomly determined luminance value, with the a*b components in L*a*b color space equal to zero.

**Procedure.** The procedure was the similar to that in Experiment 2. For half of the scene items (both experimental scenes and filler scenes), a preview scene was displayed before the target cue (see Figure 6). The preview appeared for 250 ms, followed by a 50 ms mask. The other half of trials had no preview, and the sequence of events was the same as in Experiment 2. The assignment of scene items to *preview* and *no-preview* conditions was counterbalanced in the same manner as in Experiment 1. That is, for the first participant in a pair, the assignment of scene items to preview conditions was determined randomly. For the second, the assignment was reversed. There was no experimental manipulation of distractor location plausibility.

<< Insert Figure 6 about here>>

**Results and Discussion**

Trials were removed based on the same criteria as in Experiment 1 (14.4%). The pattern of results was not affected by trial removal.

*Search Accuracy.* As in previous experiments, search accuracy was very high (98%, see Table 3). Accuracy data were entered in a 2 (distractor color match condition: *match, mismatch*) X 2 (preview condition: *preview, no-preview*) ANOVA. There was no main effect of match, $F(1,23) = 0.264, p = .612, \eta^2 = .011$, no main effect of preview, $F(1,23) = 0.057, p = .814, \eta^2 = .002$, and no interaction, $F(1,23) = 0.046, p = .833, \eta^2 = .002$.

<< Insert Table 3 about here>>
**Search Time.** The time until the first fixation on the target data (Figure 7A) were entered in a 2 (distractor color match condition) X 2 (preview condition) ANOVA. There was no main effect of distractor color match, \(F(1,23) = 2.70, p = .114, \eta^2 = .105\), but a nonsignificant trend towards a main effect of preview, \(F(1,23) = 3.13, p = .090, \eta^2 = .120\), with numerically faster search in the preview condition (\(M = 383\) ms) than in the no-preview condition (\(M = 405\) ms).\(^4\) There was no reliable interaction between these two conditions, \(F(1,23) = .214, p = .648, \eta^2 = .009\). Thus, the search time data provide some evidence that the scene preview aided search above the type of gist-based guidance available after the search scene appeared.

<< Insert Figure 7 about here>>

**Measures of Distractor Fixation.** The data for probability of fixating the distractor (Figure 7B) were entered into a 2 (distractor color match condition) X 2 (preview condition) ANOVA. There was a main effect of distractor color match, with a higher probability of distractor fixation on match (.24) compared with mismatch (.05) trials, \(F(1,23) = 102.49, p < .001, \eta^2 = .817\). There was a main effect of preview, suggesting a higher probability of distractor fixation on no-preview (.17) compared with preview (.12) trials, \(F(1,23) = 4.98, p = .036, \eta^2 = .178\). There was a trend towards a reliable interaction between these conditions, \(F(1,23) = 3.56, p = .072, \eta^2 = .134\), suggesting the distractor color-match effect may have been smaller on preview trials compared with no-preview trials. Critically, however, the distractor color-match effect was observed robustly for both preview and no-preview trials: for preview, \(F(1,23) = 26.52, p < .001, \eta^2 = .536\), with a match effect of .14; and for no-preview, \(F(1,23) =

\(^4\) We also attempted to examine the elapsed time until fixation on a plausible region for the target, as in Experiment 1, which could indicate that participants used the preview to help guide attention to plausible scene regions. However, because searches were so efficient with a picture cue, there was a large number of trials in which participants directed gaze almost immediately to the target. That is, there were no fixations on target-plausible regions that were not also fixations on the target object, leaving too little data to support analysis (e.g., three subjects had no available data in the preview condition).
57.61, $p < .001$, $\eta^2 = .715$, with a match effect of .23. Thus, although the preview manipulation may have reduced the match effect, it did not eliminate it.

As with both previous experiments, we investigated the time-course of the distractor color-match effect by plotting the probability of distractor fixation at each ordinal fixation index as a function of color match for both the *preview* and *no-preview* conditions (Figure 7C). All 24 participant’s data are included in each ordinal fixation bin for both *preview* and *no-preview* trials. The effect of distractor color match was evident for the earliest fixations on the scene in both preview conditions.

The data for the distance of gaze from both the target and distractor are depicted in Figure 7D. As in previous experiments, the first participant-directed fixations on *match* trials, compared with *mismatch* trials, tended to reduce the distance to the distractor. This effect was true for both *preview* and *no-preview* trials, though it was diminished in the former condition.

In sum, although participants were shown a preview of the scene before they searched, giving them ample opportunity to both extract the gist and layout of the scene and prepare for the application of gist-based information to the search process, their eyes were still directed selectively to distractor objects that matched the color of the target template. As was found in all three experiments, this distractor color-match effect was evident from the first saccade on the scene.

**General Discussion**

In the present experiments, we investigated visual search through real-world scenes, comparing the contributions of gist-based, semantic guidance (from knowledge of where a target is likely to be found in a scene) and template-based guidance (from a representation of the visual form of the target). A critical distractor in the scene either matched or mismatched a color held in
VWM (Experiment 1) or the color of the target object (Experiment 2 and 3). Significant oculomotor capture by the matching color distractor was observed in all experiments, an index of template-based guidance. There were six further findings critical for understanding the relationship between template-based and gist-based guidance. First, the distractor color-match effect was observed from the very first saccade on the scene, suggesting strong initial guidance by a template representation. Second, the implementation of gist-based, semantic guidance (Experiment 1) was actually delayed relative to the implementation of template guidance. Third, the magnitude of the color-match effect was independent of the availability of semantic guidance from knowledge of target identity. Fourth, the color-match effect was independent of the plausibility of the distractor location as a location for the target object. Fifth, the color-match effect, though decreased, remained even when participants were given a preview of their search scene and could potentially establish a scene-level contextual representation before search commenced. Finally, early template-based guidance was observed across search tasks that ranged from relatively inefficient (Experiment 1, no-cue condition: mean time to target fixation ~1600 ms) to relatively efficient (Experiments 2 and 3: mean time to target fixation < 500 ms). Together, these data indicate that template guidance plays a key role in search through natural scenes, a role that is not necessarily limited to semantically plausible regions of the scene after an initial, gist-based parsing.

The results inform current theories of visual search through natural scenes. Prominent accounts have come to stress the role of gist-based, semantic guidance in modulating the application of a feature-based template representation (Torralba et al., 2006; Wolfe et al., 2011). Although semantic guidance clearly plays a key role in search for common objects, the present results indicate that the relationship between semantic and template guidance should not be
considered as strictly ordered (gist guidance before template guidance) or strictly hierarchical (template application limited to semantically plausible scene regions). In particular, the present results indicate that gist and template information are not necessarily integrated prior to the onset of search, constraining the spatial application of the template (Torralba et al., 2006). The very early stages of search in the present experiments were dominated by broad, feature-based guidance from the template.

As discussed in the Introduction, the application of gist-based information to search requires more than simple gist recognition. Although recognition can be achieved from an extremely brief exposure, gist-based guidance of search requires retrieval of stored information about typical object locations and the parsing of the scene into plausible regions based on the identity of the target. Such demands may have been minimized in experiments that have found dominance by semantic guidance (e.g., Torralba et al., 2006). Specifically, in the Torralba et al. experiments, the task involved searching, on each trial, for the same object type (e.g., people) in a series of semantically similar scene scenes (e.g., street scenes). Such a design may have minimized the demands for configuring gist-based guidance, as knowledge about the plausible locations for the target type could be maintained consistently across trials. The present method used a different target object and a different scene on each trial, requiring the participant to retrieve and configure new semantic information for every search. These conditions are characteristic of typical real-world search behavior (only in relatively rare, repetitive tasks do the target and scene remain constant), and it appears that the feature-based representation of the target object can exert considerable influence before gist-based guidance becomes operational later in the search process. Thus, template-based approaches to search guidance (e.g., Wolfe, 1994; Zelinsky, 2008) may have greater explanatory relevance to real-world search behavior.
than has been claimed recently (Wolfe et al., 2011).

Converging evidence is provided by another recent study that attempted to dissociate feature-based and semantic guidance (Spotorno, Malcolm, & Tatler, 2014). These authors manipulated the specificity of the target template (picture vs word) and the plausibility of the target location (plausible vs implausible) orthogonally. Although there have been similar manipulations (e.g., Malcolm & Henderson, 2010), Spotorno et al.’s study used clearly defined plausible and implausible regions so as to examine semantic guidance independently of template guidance. Specifically, their scenes were divided by the horizon. Half of the targets were objects that tend to be found on the ground, and the other half were objects that tend to be found in the sky. The authors interpreted their results (additive effects of template specificity and position plausibility on overall search time) as evidence that the target’s appearance and its likely location were integrated before search commenced. However, close examination of their results revealed that early template guidance was not strongly modulated by position plausibility. Upon the presentation of a picture cue, there was no difference in the probability that the first saccade was directed to the target when the target appeared in a plausible location and when it appeared in an implausible location. Thus, we consider Spotorno et al.’s results as converging evidence that early template guidance need not be strongly constrained by gist-based, semantic guidance.

The effect of VWM load (Experiment 1) and the effect of color-match to a feature of the target template (Experiment 2 and 3) were very similar, showing the same time-course of preferential fixation for matching distractors. The results are therefore consistent with the orthodox position that the active maintenance of features in VWM operates as an attentional template (Desimone & Duncan, 1995; Woodman et al., 2013). Moreover, the results show that VWM-based attention capture (Olivers, 2009; Soto et al., 2005), which has been studied using
simple search arrays with geometric shapes and colors without spatial structure, generalizes to search for objects in real-world scenes. The finding indicates that theories developed to explain search under highly controlled settings can explain more naturalistic behavior, potentially opening up research in several domains where VWM-based distraction could have important consequences (e.g., driving) and/or where disordered attentional biases (e.g., spider phobia, post-traumatic stress disorder) may be grounded in preservative focus in VWM on particular object types.

Although the time-course of the color-match effect was similar between Experiments 1 and 2, the effect was numerically slightly larger when the matching feature was a property of the search target in Experiment 2 than when it was the property of a secondary memory item in the picture cue condition of Experiment 1. However, this is to be expected given that Experiment 1 placed greater demands on VWM, requiring participants to maintain two items (the target image and the secondary memory color) rather than just one (the target image) in Experiment 2. The fact that there was color-based capture at all in the picture-cue condition of Experiment 1 has major implications for theories of the architecture of interaction between VWM and attention. One prominent theory holds that only a single item in VWM can interact with attention to guide selection (Olivers et al., 2011). Any other items in VWM are maintained in an accessory state that is inert with respect to attentional guidance. In this view, a secondary memory color should not interact with selection if the template slot is occupied by the search target, as should have been the case in the picture-cue condition of Experiment 1, particularly as the search target changed on every trial (Woodman et al., 2013). Thus, capture by the secondary memory color is inconsistent with the single-item-template hypothesis. The results support, instead, the claim that multiple items in VWM can guide attention simultaneously (Beck & Hollingworth, 2017; Beck
et al., 2012; Hollingworth & Beck, 2016). There are now several lines of evidence supporting this multiple-item-template hypothesis, from the capture of attention by multiple items in VWM (Experiment 1; Hollingworth & Beck, 2016) to the efficient guidance of attention to items matching either of two target values (Beck et al., 2012; Roper & Vecera, 2012) to increased competition for selection when both items in a two-item display match a feature in VWM (Beck & Hollingworth, 2017). Although the present results do not necessarily contradict the broad distinction between items in VWM that are maintained in an active versus accessory state (Hollingworth & Hwang, 2013; van Moorselaar, Theeuwes, & Olivers, 2014), they suggest that more than one item can be maintained in a state that interacts with selection.
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Figure Captions

Figure 1. Trial event sequence for Experiment 1. Each trial began with a cue presentation (700 ms). After a 1000-ms delay, a memory color was presented for 500 ms for a post-search memory test. After another 700-ms delay, a search scene was presented, which always contained the target (marked by green square, not present in experimental image). The memory color could either match or mismatch a critical distractor object in the scene (marked by red square, not present in experimental image). After responding to the orientation of an “F” (Arial font) on their target object, there was a 500-ms delay before subjects completed a two-alternative forced choice color memory test.

Figure 2. Data figures for Experiment 1. From left to right, data are plotted for the no-cue, category-label-cue, and picture-cue conditions. A) Time (ms) to first fixate the target as a function of distractor color match. B) Overall probability of fixating the critical distractor as a function of color match. C) Proportions of fixations landing on the critical distractor object as a function of ordinal fixation index and color match. D) The distance, in visual degrees, of the current fixation to the target and critical distractor object as a function of ordinal fixation index/number. Error bars indicate within-subjects 95% confidence intervals (Morey, 2008).

Figure 3. Data figures for the analysis of semantic guidance for Experiment 1. A) Elapsed time to first fixation on a target-plausible region as a function of cue type. B) Elapsed number of fixations until first fixation on a target-plausible region as a function of cue type. C) Proportion of fixations on target-plausible regions as a function of cue type and ordinal fixation index. Error bars are standard errors of the mean.

Figure 4. Example stimuli from Experiment 2. The top row depicts a match, plausible scene. The target (blender, outlined in green), matches the color of the critical distractor (outlined in red). Additionally, the critical distractor is in a plausible location for the blender. The bottom row depicts a mismatch, implausible scene. The target (cutting-board, outlined in green), mismatches the color of the critical
distractor object (outlined in red). The critical distractor is in an implausible location for the cutting-board.

Figure 5. Data figures for Experiment 2. From left to right, data are plotted for the plausible and implausible conditions. A) Time (ms) to first fixate the target as a function of distractor color match. B) Overall probability of fixating the critical distractor as a function of color match. C) Proportions of fixations landing on the critical distractor object as a function of ordinal fixation index and color match. D) The distance, in visual degrees, of the current fixation to the target and critical distractor object as a function of ordinal fixation index/number. Error bars indicate within-subjects 95% confidence intervals (Morey, 2008).

Figure 6. Trial event sequence for Experiment 3. Each trial began with a 250-ms low-pass filtered preview of the upcoming search scene, allowing participants to extract the scene gist. The preview was followed by a 50-ms mask. After a 700-ms ISI, the picture cue of the search target was displayed for 1000 ms followed by a 500-ms ISI. Finally, the search scene appeared. On a match trial, there was a color match between the target object (backpack, outlined in green) and the critical distractor object (chair, outlined in red).

Figure 7. Data figures for Experiment 3. From left to right, data are plotted for the preview and no-preview conditions. A) Time (ms) to first fixate the target as a function of distractor color match. B) Overall probability of fixating the critical distractor as a function of color match. C) Proportions of fixations landing on the critical distractor object as a function of ordinal fixation index and color match. D) The distance, in visual degrees, of the current fixation to the target and critical distractor object. Error bars indicate within-subjects 95% confidence intervals (Morey, 2008).

Table 1. Memory and Search Accuracy from Experiment 1.

Table 2. Search Accuracy from Experiment 2.

Table 3. Search Accuracy from Experiment 3.
Figure 1. Trial event sequence for Experiment 1. Each trial began with a cue presentation (700 ms). After a 1000-ms delay, a memory color was presented for 500 ms for a post-search memory test. After another 700-ms delay, a search scene was presented, which always contained the target (marked by green square, not present in experimental image). The memory color could either match or mismatch a critical distractor object in the scene (marked by red square, not present in experimental image). After responding to the orientation of an “F” (Arial font) on their target object, there was a 500-ms delay before subjects completed a two-alternative forced choice color memory test.
Figure 2. Data figures for Experiment 1. From left to right, data are plotted for the no-cue, category-label-cue, and picture-cue conditions. A) Time (ms) to first fixate the target as a function of distractor color match. B) Overall probability of fixating the critical distractor as a function of color match. C) Proportions of fixations landing on the critical distractor object as a function of ordinal fixation index and color match. D) The distance, in visual degrees, of the current fixation to the target and critical distractor object as a function of ordinal fixation index/number. Errors bars indicate within-subjects 95% confidence intervals (Morey, 2008).
Figure 3. Data figures for the analysis of semantic guidance for Experiment 1. A) Elapsed time to first fixation on a target-plausible region as a function of cue type. B) Elapsed number of fixations until first fixation on a target-plausible region as a function of cue type. C) Proportion of fixations on target-plausible regions as a function of cue type and ordinal fixation index. Error bars are standard errors of the mean.
Figure 4. Example stimuli from Experiment 2. The top row depicts a match, plausible scene. The target (blender, outlined in green), matches the color of the critical distractor (outlined in red). Additionally, the critical distractor is in a plausible location for the blender. The bottom row depicts a mismatch, implausible scene. The target (cutting-board, outlined in green), mismatches the color of the critical distractor object (outlined in red). The critical distractor is in an implausible location for the cutting-board.
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Figure 6. Trial event sequence for Experiment 3. Each trial began with a 250-ms low-pass filtered preview of the upcoming search scene, allowing participants to extract the scene gist. The preview was followed by a 50-ms mask. After a 700-ms ISI, the picture cue of the search target was displayed for 1000 ms followed by a 500-ms ISI. Finally, the search scene appeared. On a match trial, there was a color match between the target object (backpack, outlined in green) and the critical distractor object (chair, outlined in red).
Figure 7. Data figures for Experiment 3. From left to right, data are plotted for the preview and no-preview conditions. A) Time (ms) to first fixate the target as a function of distractor color match. B) Overall probability of fixating the critical distractor as a function of color match. C) Proportions of fixations landing on the critical distractor object as a function of ordinal fixation index and color match. D) The distance, in visual degrees, of the current fixation to the target and critical distractor object. Error bars indicate within-subjects 95% confidence intervals (Morey, 2008).
<table>
<thead>
<tr>
<th>Condition</th>
<th>Memory Accuracy</th>
<th>Search Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Match</td>
<td>Mismatch</td>
</tr>
<tr>
<td>no-cue</td>
<td>64.9%</td>
<td>71.2%</td>
</tr>
<tr>
<td>category-label-cue</td>
<td>70.1%</td>
<td>68.1%</td>
</tr>
<tr>
<td>picture-cue</td>
<td>64.2%</td>
<td>64.9%</td>
</tr>
</tbody>
</table>

Table 1. Memory and Search Accuracy from Experiment 1
<table>
<thead>
<tr>
<th>Condition</th>
<th>Search Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Match</td>
</tr>
<tr>
<td>Plausible</td>
<td>100.0%</td>
</tr>
<tr>
<td>Implausible</td>
<td>98.6%</td>
</tr>
</tbody>
</table>

*Table 2. Search Accuracy from Experiment 2.*
<table>
<thead>
<tr>
<th>Condition</th>
<th>Search Accuracy</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Match</td>
<td>Mismatch</td>
</tr>
<tr>
<td>Preview</td>
<td>97.6%</td>
<td>97.6%</td>
</tr>
<tr>
<td>No-Preview</td>
<td>97.9%</td>
<td>97.9%</td>
</tr>
</tbody>
</table>

*Table 3. Search Accuracy from Experiment 3.*
Appendix: Experiment 1

<table>
<thead>
<tr>
<th>Experimental Scenes</th>
<th>Filler Scenes</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Scene</strong></td>
<td><strong>Target Object</strong></td>
</tr>
<tr>
<td>Bathroom 1</td>
<td>Deodorant</td>
</tr>
<tr>
<td>Bathroom 2</td>
<td>Electric razor</td>
</tr>
<tr>
<td>Bathroom 3</td>
<td>Mouthwash</td>
</tr>
<tr>
<td>Bathroom 4</td>
<td>Shampoo</td>
</tr>
<tr>
<td>Bedroom 1</td>
<td>Alarm clock</td>
</tr>
<tr>
<td>Bedroom 2</td>
<td>Whiskey bottle</td>
</tr>
<tr>
<td>Den 1</td>
<td>Candle</td>
</tr>
<tr>
<td>Den 2</td>
<td>Cushion</td>
</tr>
<tr>
<td>Den 3</td>
<td>Ottoman</td>
</tr>
<tr>
<td>Den 4</td>
<td>Television</td>
</tr>
<tr>
<td>Den 5</td>
<td>Vase</td>
</tr>
<tr>
<td>Kitchen 1</td>
<td>Blender</td>
</tr>
<tr>
<td>Kitchen 2</td>
<td>Paper towels</td>
</tr>
<tr>
<td>Kitchen 3</td>
<td>Pepper grinder</td>
</tr>
<tr>
<td>Kitchen 4</td>
<td>Skillet</td>
</tr>
<tr>
<td>Kitchen 5</td>
<td>Teapot</td>
</tr>
<tr>
<td>Kitchen 6</td>
<td>Toaster</td>
</tr>
<tr>
<td>Kitchen 7</td>
<td>Trash bin</td>
</tr>
<tr>
<td>Kitchen 8</td>
<td>Bowl</td>
</tr>
<tr>
<td>Kitchen 9</td>
<td>Cookbooks</td>
</tr>
<tr>
<td>Kitchen 10</td>
<td>Dish soap</td>
</tr>
<tr>
<td>Kitchen 11</td>
<td>Egg</td>
</tr>
<tr>
<td>Kitchen 12</td>
<td>Garlic</td>
</tr>
<tr>
<td>Kitchen 13</td>
<td>Microwave</td>
</tr>
<tr>
<td>Kitchen 14</td>
<td>Mixer</td>
</tr>
<tr>
<td>Kitchen 15</td>
<td>Oven mitt</td>
</tr>
<tr>
<td>Office 1</td>
<td>Cell phone</td>
</tr>
<tr>
<td>Office 2</td>
<td>Speaker</td>
</tr>
<tr>
<td>Office 3</td>
<td>Stapler</td>
</tr>
<tr>
<td>Office 4</td>
<td>Tape dispenser</td>
</tr>
<tr>
<td>Office 5</td>
<td>Telephone</td>
</tr>
<tr>
<td>Office 6</td>
<td>Tissue box</td>
</tr>
<tr>
<td>Office 7</td>
<td>Clock</td>
</tr>
<tr>
<td>Office 8</td>
<td>Coffee mug</td>
</tr>
<tr>
<td>Office 9</td>
<td>Fax machine</td>
</tr>
<tr>
<td>Office 10</td>
<td>Headphones</td>
</tr>
<tr>
<td>Office 11</td>
<td>Lamp</td>
</tr>
<tr>
<td>Office 12</td>
<td>Plastic cup</td>
</tr>
<tr>
<td>Office 13</td>
<td>Printer</td>
</tr>
<tr>
<td>Office 14</td>
<td>Soda can</td>
</tr>
<tr>
<td>Outdoor 1</td>
<td>Church tower</td>
</tr>
<tr>
<td>Outdoor 2</td>
<td>Mailbox</td>
</tr>
<tr>
<td>Porch 1</td>
<td>Bench</td>
</tr>
<tr>
<td>Porch 2</td>
<td>Deck chair</td>
</tr>
<tr>
<td>Porch 3</td>
<td>Flower pot</td>
</tr>
<tr>
<td>Porch 4</td>
<td>Hose</td>
</tr>
<tr>
<td>Porch 5</td>
<td>Lounge chair</td>
</tr>
<tr>
<td>Porch 6</td>
<td>Wreath</td>
</tr>
</tbody>
</table>
## Appendix: Experiment 2 and 3

<table>
<thead>
<tr>
<th>Scene</th>
<th>Target Object</th>
<th>Critical Distractor</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bathroom 1</td>
<td>Deodorant</td>
<td>Lotion</td>
</tr>
<tr>
<td>Bathroom 2</td>
<td>Electric razor</td>
<td>Towel</td>
</tr>
<tr>
<td>Bathroom 3</td>
<td>Mouthwash</td>
<td>Lotion</td>
</tr>
<tr>
<td>Bathroom 4</td>
<td>Shampoo</td>
<td>Mouthwash</td>
</tr>
<tr>
<td>Bedroom 1</td>
<td>Backpack</td>
<td>Chair</td>
</tr>
<tr>
<td>Bedroom 2</td>
<td>Chair</td>
<td>Lamp</td>
</tr>
<tr>
<td>Bedroom 3</td>
<td>Coat</td>
<td>Ottoman</td>
</tr>
<tr>
<td>Bedroom 4</td>
<td>Purse</td>
<td>Bag</td>
</tr>
<tr>
<td>Bedroom 5</td>
<td>Whiskey bottle</td>
<td>Light</td>
</tr>
<tr>
<td>Den 1</td>
<td>Blanket</td>
<td>Purse</td>
</tr>
<tr>
<td>Den 2</td>
<td>Candle</td>
<td>Cushion</td>
</tr>
<tr>
<td>Den 3</td>
<td>Coaster</td>
<td>Cushion</td>
</tr>
<tr>
<td>Den 4</td>
<td>Cushion</td>
<td>Couch</td>
</tr>
<tr>
<td>Den 5</td>
<td>Flowers</td>
<td>Lamp</td>
</tr>
<tr>
<td>Den 6</td>
<td>Ottoman</td>
<td>Cushion</td>
</tr>
<tr>
<td>Den 7</td>
<td>Rug</td>
<td>Cushion</td>
</tr>
<tr>
<td>Garage 1</td>
<td>Gas can</td>
<td>Chair</td>
</tr>
<tr>
<td>Kitchen 1</td>
<td>Apples</td>
<td>Flower pot</td>
</tr>
<tr>
<td>Kitchen 10</td>
<td>Oven mitt</td>
<td>Place mat</td>
</tr>
<tr>
<td>Kitchen 11</td>
<td>Pitcher</td>
<td>Plate</td>
</tr>
<tr>
<td>Kitchen 12</td>
<td>Pot</td>
<td>Bowl</td>
</tr>
<tr>
<td>Kitchen 13</td>
<td>Teapot</td>
<td>Green bell pepper</td>
</tr>
<tr>
<td>Kitchen 14</td>
<td>Toaster</td>
<td>Bowl</td>
</tr>
<tr>
<td>Kitchen 15</td>
<td>Towel</td>
<td>Lamp</td>
</tr>
<tr>
<td>Kitchen 16</td>
<td>Trash bin</td>
<td>Bird</td>
</tr>
<tr>
<td>Kitchen 2</td>
<td>Blender</td>
<td>Strainer</td>
</tr>
<tr>
<td>Kitchen 3</td>
<td>Bowl</td>
<td>Container</td>
</tr>
<tr>
<td>Kitchen 4</td>
<td>Cutting board</td>
<td>Towel</td>
</tr>
<tr>
<td>Kitchen 5</td>
<td>Drinking glass</td>
<td>Towel</td>
</tr>
<tr>
<td>Kitchen 6</td>
<td>Flower pot</td>
<td>Towel</td>
</tr>
<tr>
<td>Kitchen 7</td>
<td>Hand soap</td>
<td>Towel</td>
</tr>
<tr>
<td>Kitchen 8</td>
<td>Kitchen cleaner</td>
<td>Coffee filter</td>
</tr>
<tr>
<td>Kitchen 9</td>
<td>Mixer</td>
<td>Skillet</td>
</tr>
<tr>
<td>Office 1</td>
<td>Book</td>
<td>Candle</td>
</tr>
<tr>
<td>Office 10</td>
<td>Pen</td>
<td>Folder</td>
</tr>
<tr>
<td>Office 11</td>
<td>Pencil cup</td>
<td>Computer mouse</td>
</tr>
<tr>
<td>Office 12</td>
<td>Plastic cup</td>
<td>Recycling bin</td>
</tr>
<tr>
<td>Office 13</td>
<td>Tape dispenser</td>
<td>Coat</td>
</tr>
<tr>
<td>Office 14</td>
<td>Water bottle</td>
<td>Paper weight</td>
</tr>
<tr>
<td>Office 2</td>
<td>Clock</td>
<td>Tool container</td>
</tr>
<tr>
<td>Office 3</td>
<td>Coffee mug</td>
<td>Lamp</td>
</tr>
<tr>
<td>Office 4</td>
<td>Fax machine</td>
<td>File cabinet</td>
</tr>
<tr>
<td>Office 5</td>
<td>Folder</td>
<td>Mousepad</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Scene</th>
<th>Target Object</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bathroom 5</td>
<td>Floss</td>
</tr>
<tr>
<td>Bathroom 6</td>
<td>Hair brush</td>
</tr>
<tr>
<td>Bathroom 7</td>
<td>Hair dryer</td>
</tr>
<tr>
<td>Bathroom 8</td>
<td>Toilet paper</td>
</tr>
<tr>
<td>Bedroom 6</td>
<td>Banjo</td>
</tr>
<tr>
<td>Bedroom 7</td>
<td>Eye glasses</td>
</tr>
<tr>
<td>Bedroom 8</td>
<td>Fan</td>
</tr>
<tr>
<td>Bedroom 9</td>
<td>Game controller</td>
</tr>
<tr>
<td>Bedroom 10</td>
<td>Guitar case</td>
</tr>
<tr>
<td>Bedroom 11</td>
<td>Shoes</td>
</tr>
<tr>
<td>Bedroom 12</td>
<td>Skateboard</td>
</tr>
<tr>
<td>Bedroom 13</td>
<td>Stereo</td>
</tr>
<tr>
<td>Bedroom 14</td>
<td>Teddy bear</td>
</tr>
<tr>
<td>Den 8</td>
<td>Broom</td>
</tr>
<tr>
<td>Den 9</td>
<td>Christmas tree</td>
</tr>
<tr>
<td>Den 10</td>
<td>Painting</td>
</tr>
<tr>
<td>Den 11</td>
<td>Television</td>
</tr>
<tr>
<td>Den 12</td>
<td>Vase</td>
</tr>
<tr>
<td>Kitchen 17</td>
<td>Bananas</td>
</tr>
<tr>
<td>Kitchen 18</td>
<td>Bar stool</td>
</tr>
<tr>
<td>Kitchen 19</td>
<td>Red bell pepper</td>
</tr>
<tr>
<td>Kitchen 20</td>
<td>Bread loaf</td>
</tr>
<tr>
<td>Kitchen 21</td>
<td>Coffee pot</td>
</tr>
<tr>
<td>Kitchen 22</td>
<td>Cookbooks</td>
</tr>
<tr>
<td>Kitchen 23</td>
<td>Cooler</td>
</tr>
<tr>
<td>Kitchen 24</td>
<td>Dish soap</td>
</tr>
<tr>
<td>Kitchen 25</td>
<td>Drain plug</td>
</tr>
<tr>
<td>Kitchen 26</td>
<td>Dry erase board</td>
</tr>
<tr>
<td>Kitchen 27</td>
<td>Food scale</td>
</tr>
<tr>
<td>Kitchen 28</td>
<td>Fork</td>
</tr>
<tr>
<td>Kitchen 29</td>
<td>Grater</td>
</tr>
<tr>
<td>Kitchen 30</td>
<td>Knife set</td>
</tr>
<tr>
<td>Kitchen 31</td>
<td>Microwave</td>
</tr>
<tr>
<td>Kitchen 32</td>
<td>Paper towels</td>
</tr>
<tr>
<td>Kitchen 33</td>
<td>Sponge</td>
</tr>
<tr>
<td>Kitchen 34</td>
<td>Toaster oven</td>
</tr>
<tr>
<td>Kitchen 35</td>
<td>Wine bottle</td>
</tr>
<tr>
<td>Outdoor 1</td>
<td>Mailbox</td>
</tr>
<tr>
<td>Office 15</td>
<td>Globe</td>
</tr>
<tr>
<td>Office 16</td>
<td>Hand sanitizer</td>
</tr>
<tr>
<td>Office 17</td>
<td>Headphones</td>
</tr>
<tr>
<td>Office 18</td>
<td>Keys</td>
</tr>
<tr>
<td>Office 19</td>
<td>Printer</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Office 6</th>
<th>Lamp</th>
<th>Folder</th>
<th>Office 20</th>
<th>Soda can</th>
</tr>
</thead>
<tbody>
<tr>
<td>Office 7</td>
<td>Laptop</td>
<td>Chair</td>
<td>Office 21</td>
<td>Speaker</td>
</tr>
<tr>
<td>Office 8</td>
<td>Mousepad</td>
<td>Tissue box</td>
<td>Office 22</td>
<td>Stapler</td>
</tr>
<tr>
<td>Office 9</td>
<td>Notepad</td>
<td>Cushion</td>
<td>Office 23</td>
<td>Telephone</td>
</tr>
<tr>
<td>Porch 1</td>
<td>Lounge chair</td>
<td>Tile</td>
<td>Porch 2</td>
<td>Bench</td>
</tr>
</tbody>
</table>