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Visual short-term memory (VSTM) has received intensive study over the past decade, with research
focused on VSTM capacity and representational format. Yet, the function of VSTM in human cognition
is not well understood. Here, the authors demonstrate that VSTM plays an important role in the control
of saccadic eye movements. Intelligent human behavior depends on directing the eyes to goal-relevant
objects in the world, yet saccades are very often inaccurate and require correction. The authors
hypothesized that VSTM is used to remember the features of the current saccade target so that it can be
rapidly reacquired after an errant saccade, a task faced by the visual system thousands of times each day.
In 4 experiments, memory-based gaze correction was accurate, fast, automatic, and largely unconscious.
In addition, a concurrent VSTM load interfered with memory-based gaze correction, but a verbal
short-term memory load did not. These findings demonstrate that VSTM plays a direct role in a
fundamentally important aspect of visually guided behavior, and they suggest the existence of previously
unknown links between VSTM representations and the occulomotor system.
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Human vision is active and selective. In the course of viewing
a natural scene, the eyes are reoriented approximately three times
each second to bring the projection of individual objects onto the
high-resolution, foveal region of the retina (for reviews, see Hen-
derson & Hollingworth, 1998; Rayner, 1998). Periods of eye
fixation, during which visual information is acquired, are separated
by brief saccadic eye movements, during which vision is sup-
pressed and people are virtually blind (Matin, 1974). The input for
vision is therefore divided into a series of discrete episodes. To
span the perceptual gap between individual fixations, a transsac-
cadic memory for the visual properties of the scene must be
maintained across each eye movement.

Transsaccadic Memory and Visual Short-Term Memory
(VSTM)

In early theories, it was proposed that transsaccadic memory
integrates low-level sensory representations (i.e., iconic memory)
across saccades to construct a global image of the external world
(McConkie & Rayner, 1976). However, a large body of research
demonstrated conclusively that this is false; participants cannot

integrate sensory information presented on separate fixations (Ir-
win, Yantis, & Jonides, 1983; O’Regan & Lévy-Schoen, 1983;
Rayner & Pollatsek, 1983). In recent work with naturalistic scene
stimuli, researchers arrived at a similar conclusion. Relatively
large changes to a natural scene can go undetected if the change
occurs during a saccadic eye movement or other visual disruption
(Grimes, 1996; Henderson & Hollingworth, 1999, 2003b; Rensink,
O’Regan, & Clark, 1997; Simons & Levin, 1998), an effect that
has been termed change blindness. For example, Henderson and
Hollingworth (2003b) had participants view scene images that
were partially occluded by a set of vertical gray bars (as if viewing
the scene from behind a picket fence). During eye movements, the
bars were shifted so that the occluded portions of the scene became
visible and the visible portions became occluded. Despite the fact
that every pixel in the image changed, the participants were almost
entirely insensitive to these changes, demonstrating that low-level
sensory information is not preserved from one fixation to the next.

Although transsaccadic memory does not support low-level
sensory integration, visual representations are nonetheless retained
across eye movements. In transsaccadic object identification stud-
ies, participants are faster to identify an object when a preview of
that object has been available in the periphery before the saccade
(Henderson, Pollatsek, & Rayner, 1987), and this benefit is re-
duced when the object undergoes a visual change during the
saccade, such as substitution of one object with another from the
same basic-level category (Henderson & Siefert, 2001; Pollatsek,
Rayner, & Collins, 1984) and substitution of an object with its
mirror reflection (Henderson & Siefert, 1999). In addition, object
priming across saccades is governed primarily by visual similarity
rather than by conceptual similarity (Pollatsek et al., 1984). Fi-
nally, structural descriptions of simple visual stimuli can be re-
tained across eye movements (Carlson-Radvansky, 1999; Carlson-
Radvansky & Irwin, 1995). Thus, memory across saccades appears
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to be limited to higher level visual codes, abstracted away from
precise sensory representation but detailed enough to specify in-
dividual object tokens and viewpoint.

Multiple lines of converging evidence indicate that visual mem-
ory across saccades depends on the VSTM system originally
identified by Phillips (1974) and investigated extensively over the
last decade (see Luck, in press, for a review).1 On all dimensions
tested, transsaccadic memory exhibits properties similar to those
found for VSTM. Both VSTM and transsaccadic memory have a
capacity of 3–4 objects (Irwin, 1992a; Luck & Vogel, 1997;
Pashler, 1988) and lower spatial precision than sensory memory
(Irwin, 1991; Phillips, 1974). Both VSTM and transsaccadic mem-
ory maintain object-based representations, with capacity deter-
mined primarily by the number of objects to remember and not by
the number of visual features to remember (Irwin & Andrews,
1996; Luck & Vogel, 1997). Finally, both VSTM and transsac-
cadic memory are sensitive to higher order pattern structure and
grouping (Hollingworth, Hyun, & Zhang, 2005; Irwin, 1991;
Jiang, Olson, & Chun, 2000). The logical inference is that VSTM
is the memory system comprising transsaccadic memory.

A final strand of evidence about VSTM and transsaccadic
memory is particularly germane to the present study. Before a
saccade, visual attention is automatically and exclusively directed
to the target of that saccade (Deubel & Schneider, 1996; Hoffman
& Subramaniam, 1995). Attention also supports the selection of
perceptual objects for consolidation into VSTM (Averbach &
Coriell, 1961; Hollingworth & Henderson, 2002; Irwin, 1992a;
Schmidt, Vogel, Woodman, & Luck, 2002; Sperling, 1960). Thus,
the saccade target object is preferentially encoded into VSTM and
stored across the saccade. Indeed, memory performance is higher
for objects at or near the target position of an impending or
just-completed saccade (Henderson & Hollingworth, 1999, 2003a;
Irwin, 1992a; Irwin & Gordon, 1998).

The Function of VSTM Across Saccades

Although VSTM can be used to store object information across
saccades, it is not exactly clear what purpose that storage serves.
More generally, the functional role of VSTM in real-world cog-
nition is not well understood. VSTM researchers have typically
investigated the capacity (Alvarez & Cavanagh, 2004; Luck &
Vogel, 1997) and representational format (Hollingworth et al.,
2005; Irwin & Andrews, 1996; Jiang et al., 2000; Luck & Vogel,
1997; Phillips, 1974) of VSTM, with the question of VSTM
function relatively neglected.

One plausible function for VSTM is to establish correspondence
between objects visible on separate fixations. With each saccade,
the retinal positions of objects change, generating a correspon-
dence problem: How does the visual system determine that an
object projecting to one retinal location on fixation N is the same
object as the one projecting to a different retinal location on
fixation N � 1? This is a fundamental problem that the visual
system must solve. Researchers have proposed that transsaccadic
VSTM may be used to compute object correspondence across
saccades. Memory for the visual properties of a few objects—
particularly the saccade target—is stored across the saccade and
compared with visual information available after the saccade to
determine which postsaccade objects correspond with the remem-
bered presaccade objects (Currie, McConkie, Carlson-Radvansky,

& Irwin, 2000; Henderson & Hollingworth, 1999, 2003a; Irwin,
McConkie, Carlson-Radvansky, & Currie, 1994; McConkie &
Currie, 1996).

The issue of object correspondence across saccades has often
been framed as a problem of visual stability: How do people
consciously perceive the world to be stable when the image pro-
jected to the retina shifts with each saccade? Irwin, McConkie, and
colleagues (Currie et al., 2000; Irwin et al., 1994; McConkie &
Currie, 1996; see also Deubel & Schneider, 1994) proposed a
saccade target theory to explain visual stability. In this view, an
object is selected as the saccade target before each saccade. Per-
ceptual features of the target are encoded into VSTM and main-
tained across the saccade. After completion of the saccade, the
visual system searches for an object that matches the target infor-
mation in VSTM, with the search limited to a spatial region around
the landing position. If the saccade target is located within the
search region, the experience of visual stability is maintained. If
the saccade target is not found, the observer becomes consciously
aware of a discrepancy between pre- and postsaccade visual ex-
perience. Saccade target theory was proposed to account for the
phenomenology of visual stability, but the evidence reviewed
above, demonstrating preferential encoding of the saccade target
into VSTM, raises the possibility that VSTM supports the more
general function of establishing correspondence between the sac-
cade target object visible before and after the saccade. Such
correspondence might produce the experience of visual stability,
but that need not be its only purpose. We argue that an important
function of VSTM across saccades is to support the correction of
gaze when the eyes fail to land on the target of a saccade. Such
gaze corrections are required thousands of times each day. A
VSTM representation of the saccade target allows the target to be
found after an inaccurate eye movement, and a corrective saccade
can be generated to that object.

Gaze Correction and VSTM

Real-world tasks require orienting the eyes to goal-relevant
objects in the world (Hayhoe, 2000; Henderson & Hollingworth,
1998; Land & Hayhoe, 2001; Land, Mennie, & Rusted, 1999), but
eye movements are prone to error, with the eyes often failing to
land on the target of the saccade. Even under highly simplified
conditions in which participants generate saccades to single targets
on blank backgrounds (Frost & Pöppel, 1976; Kapoula, 1985),
saccades errors are very common, occurring on at least 30%–40%
of trials (for a review, see Becker, 1991). Saccade errors presum-
ably occur thousands of times each day as people go through their
normal activities. During natural scene viewing, interobject sac-
cades occur about once per second, on average. Thus, in a 16-hour
day, assuming that 30%–40% of saccades fail to land on the target
object, gaze correction could be required as many as 17,000 times.
When the eyes fail to land on the saccade target object, gaze must
be corrected to bring that object to the fovea. Accurate, rapid gaze
corrections are therefore critical to ensure that the eyes are effi-
ciently directed to goal-relevant objects.

1 We use the term VSTM to refer to the subcomponent of the working
memory system that retains information about ventral-stream features such
as color and form (Luck, in press). In addition, we treat the terms VSTM
and visual working memory as synonymous.
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Unlike other motor actions, such as visually guided reaching,
saccadic eye movements are ballistic; the short duration of the
saccade and visual suppression prevent any correction based on
visual input during the eye movement itself. Thus, correction of
gaze must depend on perceptual information available after the
eyes have landed and on target information retained in memory
across the saccade. When the eyes miss the target object, there is
typically a short fixation followed by a corrective saccade to the
target (Becker, 1972; Deubel, Wolf, & Hauske, 1982). The dura-
tion of the fixation before the corrective saccade (correction la-
tency) varies inversely with correction distance, with small cor-
rections (�2°) requiring 150 –200 ms to initiate and longer
corrections requiring shorter latencies (Becker, 1972; Deubel et al.,
1982; Kapoula & Robinson, 1986). In previous research on cor-
rective saccades, single saccade targets have been displayed in
isolation. When the eyes miss the target in these experiments,
finding the target is trivial, because there is only one visible object
near the saccade landing position. The complexity of real-world
environments makes this problem much more interesting and
challenging. If the eyes miss the saccade target, there will likely be
multiple objects near fixation. For example, if a saccade to a phone
on a cluttered desk misses the phone, other objects (e.g., pen,
scissors, notepad) will lie near the landing position of the eye
movement. To correct gaze to the appropriate object (and effi-
ciently execute a phone call), correspondence must be established
between the remembered presaccade target object and the visual
object information available after the saccade.

There are two ways in which presaccade information could be
used to correct gaze after an errant saccade. First, the general goals
that led to the initial saccade could be used to find the target. In the
example of making a saccade to a telephone, the general goal of
making a telephone call or the specific goal of looking at the
telephone might allow an observer to reacquire the original target
(or another object that is worth fixating). A second possibility is
that the specific visual details of the target—which may have been
irrelevant to the observer’s goal—could be stored in VSTM and
used to reacquire the target. For example, although the color of the
telephone might be irrelevant to the observer’s task, this informa-
tion may be automatically stored in VSTM prior to the saccade and
used to reacquire the telephone if the eyes fail to land on it. It is
certainly possible that both of these mechanisms operate in natural
vision, but memory for the exact features of the target may allow
a more rapid reacquisition than do general task goals. Indeed,
Wolfe, Horowitz, Kenner, Hyle, and Vasan (2004) found that
visual search is substantially more efficient when the observers
were shown a picture of the target (e.g., a black vertical bar) than
when they were given a verbal description of the target (e.g., the
words black vertical). In the present study, we therefore focus on
whether memory for an incidental feature of a saccade target can
be used to guide gaze corrections.

There is one study in the existing literature suggesting that
memory across saccades might support gaze correction. Deubel,
Wolf, and Hauske (1984) presented a stimulus consisting of
densely packed vertical bars of different widths. During a saccade,
the entire array was shifted either in the direction of the saccade or
in the reverse direction. The final position of the eyes was sys-
tematically related to the shift direction and distance, with a
secondary saccade generated to correct for the array displacement.
This evidence of memory-guided gaze correction must be consid-

ered preliminary, however, because Deubel et al. (1984) did not
report many of the details of the experiment (stimulus parameters,
number of participants, number of corrective saccades on a trial,
latency of the corrections, and so on), making it difficult to assess
the results of the experiment. Thus, the question of whether mem-
ory can drive gaze correction is largely open. The present study
focused on whether memory for visual objects in VSTM can guide
gaze correction to the appropriate saccade target object.

In summary, we hypothesize that VSTM maintains target infor-
mation across the saccade, so that when the eyes fail to land on the
target, the target can be discriminated from other, nearby objects
and gaze can be efficiently corrected. The use of VSTM to correct
gaze is likely to be an important factor governing the efficiency of
visual perception and behavior. If VSTM were not available across
eye movements, saccade errors might not be successfully cor-
rected, leading to significant delays in the perceptual processing of
goal-relevant objects and slowing performance of the complex
visual tasks (making tea, driving, air traffic control, to name just a
few) that constitute much of waking life. Considering that people
make approximately three saccades each second and that many of
these fail to land on the target object, establishing object corre-
spondence and supporting gaze correction is likely to be a central
function of the VSTM system.

The Gaze Correction Paradigm

To examine the role of VSTM in object correspondence and
gaze correction, we developed a new procedure that simulates
target ambiguity after an inaccurate eye movement, illustrated in
Figure 1. An array of objects was presented in a circular config-
uration so that each object was equally distant from fixation. After
a brief delay, one object was cued by rapid expansion and con-
traction. The participant’s task was simply to generate a saccade to
the cued object and fixate it. On a critical subset of trials (one third
of the total), the array rotated one-half object position during the
saccade to the cued object, when vision was suppressed. The eyes
typically landed between two objects, the target object and a
distractor object adjacent to the target. On average, this landing
position was equidistant from the two objects. By artificially
inducing saccade errors, we could precisely control the sensory
input that followed the saccade.

When the array rotated, the sensory input once the eyes landed
was not by itself sufficient to determine which of the two nearby
objects was the original saccade target. In addition, participants
could not correct gaze on the basis of direct perception of the
rotation, as the rotation occurred during the period of saccadic
suppression. The only means to determine which object was the
original target—and to make a corrective saccade—was to remem-
ber properties of the array from before the saccade and compare
this memory trace with the new perceptual input after the eyes
landed. Consider, for example, the case in which the saccade target
was a yellow disk, and the one-half position rotation of the array
caused the eyes to land midway between the yellow disk and a
violet disk (Figure 1). To make a corrective saccade to the yellow
disk and not to the violet disk, the visual system must retain some
information about the presaccade array (e.g., the color of the
saccade target) and compare this information with the postsaccade
array.
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Two measures of gaze correction efficiency were examined.
Gaze correction accuracy was the percentage of trials on which the
target was fixated first after landing between target and distractor.
Gaze correction latency was the duration of the fixation before the
corrective saccade when a single corrective saccade took the eyes
to the target object. This latter measure reflects the speed with
which the target object was identified and a corrective saccade
computed and initiated. Gaze correction accuracy and latency
under conditions of target ambiguity were compared with a single-
object control condition in which only a single object was pre-
sented before and after the saccade (Figure 1). This condition is
analogous to the conditions of previous experiments on saccade
correction (Becker, 1972; Deubel et al., 1982), and it allowed us to
assess the efficiency of saccade correction when correction did not
require memory.

In Experiments 1 and 2, we tested whether participants could
reliably and efficiently correct their gaze to the target object when
correction required memory. Experiment 3 provided a direct test of
the role of VSTM in gaze correction, adding a concurrent VSTM
load that should interfere with gaze correction if gaze correction
depends on VSTM. In Experiment 4, we examined the automatic-
ity of gaze correction by placing gaze correction and task instruc-
tions at odds. Together, these experiments demonstrated that visual
memory can support rapid and accurate gaze correction, that this
ability depends specifically on the VSTM system, and that VSTM-
based gaze correction is largely automatic.

In addition to illuminating the role of VSTM in gaze correction,
the gaze correction paradigm addressed two additional issues
central to understanding the function of VSTM in human cogni-
tion. First, the gaze correction task is a variant of visual search
task: After the saccade, the target object must be found among a set
of distractors. Thus, the present study provided direct evidence
regarding the role of VSTM in visual search (Chelazzi, Miller,
Duncan, & Desimone, 1993; Desimone & Duncan, 1995; Duncan
& Humphreys, 1989; Woodman & Luck, 2004; Woodman, Vogel,
& Luck, 2001). Second, general theories of object correspondence

(Kahneman, Treisman, & Gibbs, 1992) have held that only spa-
tiotemporal properties of an object (i.e., object position and tra-
jectories) are used to establish object correspondence. In the gaze
correction paradigm used in the present study, spatial information
is not informative, and successful gaze correction requires that
object correspondence be computed on the basis of a surface
feature match (e.g., finding the object that matches the target
color). Accurate and rapid gaze correction in the present study
indicates that memory for surface features can be used to establish
object correspondence and, therefore, that object correspondence
operations are not limited to spatiotemporal information. These
two topics are addressed in the General Discussion section.

Experiment 1

In Experiment 1, we examined whether memory for a simple
visual feature—color—can be used to establish object correspon-
dence across saccades and support efficient gaze correction. Color
patches are commonly used in VSTM studies (e.g., Luck & Vogel,
1997), allowing us to draw inferences about the relationship be-
tween VSTM and transsaccadic memory.

In addition, we tested an alternative, nonmemorial hypothesis
regarding the information used to correct gaze in complex envi-
ronments. When multiple objects are present after an inaccurate
saccade, the saccade target object is quite likely to be the object
nearest the saccade landing position. Thus, the object nearest the
landing position might be preferentially selected as the target of
the corrective saccade, and this means of selection need not consult
memory at all. To test this hypothesis, we exploited natural vari-
ability in the saccade landing position in the rotation trials of
Experiment 1. We examined the relationship between correction
accuracy and the distance of the initial saccade landing position
from the target. In addition, we tested whether saccades that landed
closer to the target than to the distractor were more likely to be
corrected to the target than were saccades that landed closer to the
distractor than to the target. Although nonmemorial distance ef-

Figure 1. Sequence of events in a rotation trial of Experiment 1. The top row shows the full-array condition,
and the bottom row shows the single-object condition.
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fects and memory-based effects are not mutually exclusive possi-
bilities, it is possible that distance can trump memory, with
memory-based gaze correction occurring only when the target and
a distractor are approximately equidistant from the initial saccade
landing position. Alternatively, it is possible that memory can
trump distance, allowing accurate gaze correction to the remem-
bered item even when it is substantially farther from the saccade
landing position than a distractor.

Method

Participants. The participants were 12 University of Iowa
students who participated for course credit. Each reported normal,
uncorrected vision.

Stimuli and apparatus. For the full-array condition, object
arrays consisted of 12 color disks (Figure 1, top panels) displayed
on a gray background. Two initial array configurations were pos-
sible, one with the objects at each of the 12 clock positions and
another rotated by 15°. The color of each disk was randomly
chosen from a set of seven (red, green, blue, yellow, violet, black,
and white), with the constraint that color repetitions be separated
by at least two objects. The x, y, and luminance values for each
color were measured with a Tektronix model J17 colorimeter, with
the 1931 CIE color coordinate system, and were as follows: red
(x � .64, y � .33; 14.79 cd/m2), green (x � .31, y � .57; 9.08
cd/m2), blue (x � .15, y � .06; 9.20 cd/m2), yellow (x � .42, y �
.49; 69.58 cd/m2), violet (x � .27, y � .12; 25.77 cd/m2), black
(�0.001 cd/m2), and white (75.5 cd/m2). Disks subtended 1.6° and
were centered 5.9° from central fixation. The distance between the
centers of adjacent disks was 3.0°. The target object was equally
likely to appear at each of the 12 possible locations. When the
target was cued, it expanded to 140% of its original size and
contracted back to the original size over 50 ms of animation. The
angular difference between adjacent patches was 30°. For rotation
trials, the array was rotated 15° clockwise on half the trials and 15°
counterclockwise on the other half. The single-object control con-
dition was identical to the full-array condition, except only the
target object was displayed (Figure 1, bottom panels).

Stimuli were displayed on a 17-in cathode ray tube monitor with
a 120 Hz refresh rate. Eye position was monitored by a video-
based, ISCAN ETL-400 eyetracker sampling at 240 Hz. A chin
and forehead rest (with clamps resting against the temples) was
used to maintain a constant viewing distance of 70 cm and to
minimize head movement. The experiment was controlled with
E-prime (Schneider, Eschman, & Zuccolotto, 2002) software.
Gaze position samples were streamed in real time from the eye-
tracker to the computer running E-prime. E-prime used gaze po-
sition data to control trial events (such as transsaccadic rotation)
and saved the raw position data to a file that mapped eye events
and stimulus events.

Array rotation during the saccade to the target was accom-
plished with a boundary technique. Participants initially fixated the
center of the array. An invisible, circular boundary was defined
with a radius of 1.3° from central fixation. After the cue, E-prime
monitored for an eye position sample beyond the circular bound-
ary, and on array rotation trials, the rotated array was then written
to the screen (on no-rotation trials, a new image was also written
to the screen during the saccade, but it was the same as the preview
image). It was important to ensure that rotation changes were made

quickly enough to be completed during the eye movement, so they
were not directly visible. With the present apparatus, the maximum
total delay between boundary crossing and completion of screen
change was 19 ms. In pilot work, the mean actual delay between
boundary crossing and the first fixation after the change was 29
ms, and the shortest actual delays were 22 ms. Thus, the rotation
change occurred during the period of saccadic suppression and was
completed before the eyes landed.

Procedure. Each trial was initiated by the experimenter after
eyetracker calibration was checked. Following a delay of 500 ms,
the preview array was presented for 1,000 ms as participants
maintained central fixation. Next, the target cue animation was
presented for 50 ms. Participants were instructed to generate an
eye movement to the target as quickly as possible. The array was
rotated during this saccade on one third of the trials, typically
causing the eyes to land between the target and an adjacent
distractor. The rotation was accomplished by replacing the original
array (within a single refresh cycle) with a copy that was rotated
15° clockwise or counterclockwise. Once the target had been
fixated, it was outlined by a box for 500 ms to indicate successful
completion of the trial.

The full-array and single-object conditions were blocked, and
block order was counterbalanced across participants. In each
block, participants completed 12 practice trials, followed by 144
experimental trials, 48 of which were rotation trials. Trial order
within a block was determined randomly. Each participant com-
pleted a total 288 experiment trials. The entire session lasted
approximately 45 min.

Data analysis. Eye tracking data analysis was conducted off-
line with dedicated software. A velocity criterion (eye rotation �
31°/s) was used to define saccades. During a fixation, the eyes are
not perfectly still. Fixation position was calculated as the mean
position during a fixation period weighted by the proportion of
time at each sublocation within the fixation. These data were then
analyzed with respect to critical regions in the image, such as the
target and distractor regions, allowing us to determine whether the
eyes were directed first to the target region or first to the distractor
region and to determine the latency of the correction. Object
scoring regions were circular and had a diameter of 1.9°, which
was 20% larger than the color disks themselves.

Rotation trials were eliminated from analysis if the eyes initially
landed on an object rather than between objects, if more than one
saccade was required to bring the eyes from central fixation to the
general region of the object array, or if the eyetracker lost track of
the eye. The large majority of eliminated trials were those in which
the eyes landed on an object, reflecting the fact that saccades are
often inaccurate, a basic assumption of this study. To equate the
proportion of eliminated trials in the full-array and single-object
conditions, trials were eliminated in the single-object condition if
the eyes would have landed on an object had there been a full array
of objects. A total of 28% of the trials was eliminated across the
experiment.

Results

Rotation trials. The rotation trials were of central interest for
examining memory-based gaze correction. Figure 2 shows the eye
movement scan paths for a single, representative participant in the
full-array rotation condition.
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We first examined the basic question of whether visual memory
can support accurate gaze correction. In the full-array condition,
which required memory to discriminate the target from the dis-
tractor, mean gaze correction accuracy was 98.1%. That is, after
landing between the target and the distractor, the eyes were di-
rected to the target first on 98.1% of trials. Unsurprisingly, gaze
correction accuracy in the single-object condition, which did not
require memory, was 100% correct. The accuracy difference be-
tween the full-array condition and the single-object condition was
statistically reliable, t(11) � 2.31, p � .05.

To assess the speed of memory-based gaze correction, we ex-
amined gaze correction latency (the duration of the fixation before
an accurate corrective saccade) in the full-array and the single-
object conditions. When comparing gaze correction latencies, it is
important to ensure that the distance of the correction was the same
in the two conditions. Indeed, mean corrective saccade distance
did not differ between the single-object (1.38°) and the full-array
conditions (1.38°). Mean gaze correction latency was 240 ms in
the full-array condition and 201 ms in the single-object condition,
t(11) � 4.1, p � .005. The memory requirements in the full-array
condition added only 39 ms, on average, to gaze correction la-
tency. Figure 3 shows the distributions of correction latencies for
the single-object and the full-array conditions. The use of memory
to correct gaze was observed as a shift in the peak of the distri-
bution of latencies and as an increase in variability. In summary,
memory-based gaze correction was highly accurate and introduced
only a relatively small increase in gaze correction latency.

Correction latencies in this experiment might appear fairly long,
given existing evidence that corrective saccade latencies can be as
short as 110–150 ms in studies presenting a single object (Becker,
1991). However, the longer latencies in the present experiment are
likely to reflect the fact that the eyes landed relatively close to the
contours of the array objects (less than 1° from the nearest object
contour, on average). When the eyes land near an object, gaze

Figure 2. Eye movement scan paths for the full-array rotation trials of a single participant in Experiment 1. A:
This panel shows all 12 trials on which the array started at the clock positions and rotated clockwise during the
saccade. B: This panel shows all 12 trials on which the array started at the clock positions and rotated
counterclockwise during the saccade. The white disks indicate object positions after the rotation. White dotted
circles indicate the scoring regions used for data analysis. Black lines represent saccades and small black dots,
fixations. The initial saccade directed from the central fixation to the array typically landed between the target
and the distractor, as expected given the rotation of the array during the saccade. Then, gaze was corrected.
Numerical values indicate correction latency (duration of the fixation before the corrective saccade) in ms for
each depicted trial. Note that the corrective saccades were directed to the appropriate clockwise (A) or
counterclockwise (B) target object.
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Figure 3. Distributions of correction latencies for the full-array and
single-object conditions in Experiment 1.
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correction latency is similar to latencies observed for primary
saccades, in the range of 150 ms to 205 ms (Becker, 1991). In the
present experiment, baseline correction latency in the single-object
control condition (201 ms) fell within the range of correction
latency observed in prior studies. Thus, we can be confident that
the present experiment probed typical corrective saccades (in the
single-object condition) and the effect of memory demands on the
latency of typical corrective saccades (in the full-array condition).
Note also that the peaks of the distributions of saccade latency for
the single-object and full-array conditions diverged in the range of
100 ms to 200 ms (see Figure 3).

In addition to examining memory-based gaze correction, we
tested the hypothesis that the relative distance of objects from the
saccade landing position influences gaze correction. Given that
correction accuracy was 98.1% in the full-array condition, distance
could not have exerted a major influence on which object was
selected as the goal of the corrective saccade. There was no
relationship between correction accuracy and the distance of the
initial saccade landing position from the target object (rpb � �.05,
p � .35).2 In addition, gaze correction was no more accurate for
saccades that landed closer to the target than to the distractor
(98.8%) than for saccades that landed closer to the distractor than
to the target (97.8%), t(11) � 0.58, p � .57. Thus, relative distance
appears to play little role in gaze correction in the present para-
digm, which was dominated by memory for color.

No-rotation trials. We also assessed naturally occurring sac-
cade errors on the no-rotation trials of Experiment 1. A significant
proportion of saccades directed from central fixation to the target
failed to land on the target, with undershoots being the most
common error. On 35.9% of the trials, the eyes did not land on the
1.6° target object. On 16.8% of the trials, the eyes did not land
within the 1.9° target scoring region. We can be confident that, in
the latter trials, the saccade failed to land on the target. Consider-
ing these trials, gaze correction accuracy was similar to the results
for experimentally induced errors on the rotation trials. Mean gaze
correction accuracy for naturally occurring errors was 99.2% in
the full-array condition and 99.4% in the single-object condi-
tion, F � 1.

We were also able to examine correction latency for naturally
occurring saccade errors, but these data must be treated with
caution. The analysis could be performed only over the subset of
natural error trials on which a single corrective saccade took the
eyes to the target object (a total of only 298 trials across 12
participants), and there was significant variability in the number of
natural error trials per participant, leaving some participants with
very few observations. The numerical pattern of correction latency
data was similar to the data from the rotation condition. Mean gaze
correction latency was 295 ms in the full-array condition and 271
ms in the single-object condition, F � 1. The longer overall
latencies observed for the correction of natural errors were driven
by 2 participants who had very few observations and very high
mean correction latencies, greater than 400 ms. In addition, the
eyes tended to land closer to the target object for naturally occur-
ring saccade errors than for experimentally induced errors. Longer
latencies for natural error correction reflected the typical inverse
relationship between correction distance and correction latency
(Deubel et al., 1982; Kapoula & Robinson, 1986).

As a whole, the data for the correction of natural errors produced
a similar pattern of results as that for experimentally induced errors

in the rotation condition, validating the use of array rotation during
the saccade as a means to examine gaze correction.

Discussion

The results from Experiment 1 demonstrated that visual memory
can guide saccade correction in a manner that is highly accurate
and efficient. In the full-array condition—which required presac-
cade memory encoding, transsaccadic retention, and postsaccade
comparison of memory with objects lying near the landing posi-
tion—correction accuracy was nearly perfect, and correction la-
tency increased by only 39 ms, on average, compared with a
single-object control condition in which correction did not require
memory. This remarkably efficient use of visual memory for
occulomotor control supports the general hypothesis that VSTM is
used to establish object correspondence across saccades (Currie et
al., 2000; Henderson & Hollingworth, 1999, 2003a; Irwin et al.,
1994; McConkie & Currie, 1996) and supports our specific pro-
posal that VSTM across saccades is used to correct gaze in the
common circumstance that the eyes fail to land on the target
object.

Experiment 2

The goal in the present study was to understand the functional
role of VSTM in real-world perception and behavior. Experiment
1 displayed relatively simple objects that are commonly used in
VSTM experiments, but objects in the world are typically much
more complex. In Experiment 2, we sought to demonstrate that the
occulomotor system can solve the correspondence problem for
objects similar in complexity to those visible in the real world.
However, we wanted to avoid using familiar, real-world objects as
targets and distractors, because accurate correction for familiar
objects could be due to nonvisual representations such as concep-
tual or verbal codes. We therefore created a set of complex novel
objects, which simulated the complexity of natural objects without
activating conceptual representations or names. As illustrated in
Figure 4, object arrays consisted of 8 novel objects selected from
a set of 48 objects. The basic method and logic of the experiment
were the same as in Experiment 1.

Method

Participants. A new group of 12 University of Iowa students
participated for course credit. Each reported normal, uncorrected
vision.

Stimuli, apparatus, and procedure. Forty-eight complex novel
objects were created with three-dimensional modeling and render-
ing software. Each object was designed to approximate the com-
plexity of natural objects without closely resembling any common
object type. Novel objects were presented in gray scale. Gray scale

2 In this and in subsequent regression analyses, we regressed distance of
the target from the saccade landing position against the dichotomous
correction accuracy variable, yielding a point biserial coefficient. Each trial
was treated as an observation. Because each participant contributed more
than one sample to the analysis, variation due to differences in participant
means was removed by including participant as a categorical factor (im-
plemented as a dummy variable) in the model.
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objects were used in anticipation of Experiment 3, in which novel-
object gaze correction was combined with a concurrent color-
memory load.

Object arrays consisted of 8 complex novel objects drawn
randomly, without replacement, from the set of 48 objects (see
Figure 4). The target object was equally likely to appear at each of
the 8 possible locations. Two initial configurations were possible,
offset by 22.5°. Objects subtended 3.1° on average and were
centered 7.5° from fixation. The distance between the centers of
adjacent objects was 5.8°. As in Experiment 1, the saccade cue was
the expansion of the target to 140% of its original size and the
contraction of the target to the original size over 50 ms of anima-
tion. For rotation trials, the array was rotated 22.5° clockwise on
half the trials and 22.5° counterclockwise on the other half. The
apparatus was the same as in Experiment 1.

The sequence of events in a trial was the same as in Experiment
1. The full-array and single-object conditions were blocked, and
block order was counterbalanced across participants. In each
block, participants first completed 12 practice trials, followed by
192 experimental trials, 64 of which were rotation trials. Trial
order within a block was determined randomly. Each participant
completed a total of 384 experiment trials. The entire session
lasted approximately 55 min.

Data analysis. The eye tracking data were coded relative to
scoring regions surrounding each object. Scoring regions were
square, 3.3° � 3.3°, so as to encompass the variable shapes of the
novel objects. A total of 7.9% of the rotation trials was eliminated
from the analysis for the reasons discussed in Experiment 1.

Results and Discussion

The analyses below focus on gaze correction in the rotation
trials. Because of variation in object shape, an analysis of naturally
occurring saccade errors in the no-rotation trials was not feasible.
Gaze correction on rotation trials was again accurate, both in the

full-array condition (87.0%) and in the single-object control con-
dition (100%), t(11) � 5.2, p � .001. The lower accuracy in the
full-array condition in Experiment 2, compared with Experiment 1,
could have been caused by VSTM limitations on the encoding,
maintenance, or comparison of complex object representations.
However, it could also have been caused simply by the difficulty
of perceiving complex shape-defined objects in the periphery prior
to the saccade. In any case, gaze correction was quite accurate,
though it was less than perfect.

Memory-based gaze correction was also quite efficient. Mean
gaze correction latency in the full-array condition (221 ms) was
only 46 ms longer than mean correction latency in the single-
object condition (175 ms), t(11) � 5.1, p � .001. Figure 5 shows
the distributions of correction latencies for the single-object and
the full-array conditions. As in Experiment 1, the memory require-
ments in the full-array condition led to a shift in the peak of the
distribution of latencies and an increase in variability. Correction
latencies in the single-object condition again fell within the range
of correction latencies observed in previous research.

Unlike Experiment 1, there was a reliable difference in the mean
distance of the corrective saccade in the full-array (2.40°) and
single-object (2.48°) conditions, t(11) � 2.65, p � .05. The source
of this difference is not clear, and the numerical magnitude of the
effect was very small. However, the effect should, if anything,
have led to overestimation of the latency difference between the
single-object and the full-array conditions. With longer corrections
requiring less time to initiate, the longer corrections in single-
object condition would have led to slightly faster correction laten-
cies based solely on the distance of the correction.

It is tempting to compare the correction latencies for color
patches and complex objects across Experiments 1 and 2, espe-
cially as corrections were faster for complex objects (221 ms) than
for color patches (240 ms). However, differences in the distance of
the correction (1.38° in Experiment 1; 2.40° in Experiment 2)
make any cross-experiment comparison difficult. Nevertheless,
memory-based correction for complex objects was highly efficient,
especially considering the computational and memorial demands
of encoding, maintaining, and comparing complex novel object
representations (Alvarez & Cavanagh, 2004).
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Figure 5. Distributions of correction latencies for the full-array and the
single-object conditions in Experiment 2.

Figure 4. Sample full array of novel objects in Experiment 2.
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As in Experiment 1, we examined whether the distance of the
initial saccade landing position from the target object influenced
the selection of that object as the goal of the corrective saccade.
Unlike Experiment 1, there was a reliable correlation between
distance and correction accuracy (rpb � �.17, p � .001), with the
probability of correction to the target decreasing with increasing
distance of the saccade landing position from the target. In addi-
tion, gaze correction was more accurate for saccades that landed
closer to the target than to the distractor (91.6%) than for saccades
that landed closer to the distractor than to the target (82.4%),
t(11) � 4.14, p � .005. Previous research has shown that distance
influences correction latency to single targets (Deubel et al., 1982;
Kapoula & Robinson, 1986). The present finding is the first
demonstration that distance influences which of several objects is
chosen as the target of the correction. However, even when the
eyes landed closer to the distractor than to the target, the rate of
accurate correction to the target (82.4%) was reliably higher than
chance correction of 50%, t(11) � 10.6, p � .001, indicating that
memory was still the primary factor determining which object was
selected as the goal of the corrective saccade.

To allow us to more thoroughly investigate the effect of relative
distance from the initial saccade landing position, a difference
score was computed for each trial by subtracting the distance of the
closer of the two objects (target or distractor) from the distance of
the farther of the two objects. For example, if on a particular trial
the initial saccade landed 3.1° from the center of the target object
and 2.3° from the center of the distractor, the difference score
would be 0.8°. Larger values represent cases in which the initial

saccade landed much closer to one object than to the other. Smaller
values represent cases in which the initial saccade landed approx-
imately midway between the two objects. In Figure 6, correction
accuracy is plotted as a function of this difference score, with trials
on which the eyes landed closer to the distractor than to the target
plotted on the left and trials on which the eyes landed closer to the
target than to the distractor plotted on the right. Two features of the
data are notable. The probability of correcting to the target fell
(i.e., the probability of correcting to the distractor rose) when the
distance of the distractor from the landing position was relatively
small compared with the distance of the target from the landing
position. However, even for trials on which the eyes landed much
closer to the distractor than to the target (far left data point of
Figure 6), gaze was still more likely to be corrected to the target
object (73% of trials) than to the distractor (27% of trials); the 73%
accurate correction to the target was reliably higher than the
chance correction of 50%, t(11) � 5.52, p � .001.

In summary, memory-based gaze correction for complex
novel objects was both accurate and efficient, demonstrating
that transsaccadic memory is capable of controlling gaze cor-
rection for objects of similar complexity to those found in the
real world. In addition, the most plausible nonmemorial cue to
correction, relative distance of objects from the saccade landing
position, also influenced gaze correction accuracy, but this
effect was small compared with the effect of target memory.
Even when the eyes landed closer to the distractor than to the
target, gaze was still corrected to the remembered target object
on the large majority of trials.
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Figure 6. Gaze correction accuracy for full-array rotation trials in Experiment 2 as a function of the difference
in distance of the target and the distractor from the landing position of the initial saccade. Small differences in
distance (center of the figure) represent trials on which the eyes landed near the midpoint between the target and
the distractor. Large differences in distance (far right and left of figure) represent trials on which the eyes landed
much closer to one object than to the other. Trials on which the eyes landed closer to the distractor than to the
target are plotted on the left. Trials on which the eyes landed closer to the target than to the distractor are plotted
on the right. For each type of trial, the distance difference data were split into thirds. Mean distance difference
in each third is plotted against mean gaze correction accuracy in that third.
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Experiment 3

The timing parameters used in Experiments 1 and 2 were
designed to induce the use of VSTM rather than the use of other
memory systems in computing object correspondence and gaze
correction. However, it is possible that some other memory system
was responsible for the accurate and efficient gaze correction
performance observed in these experiments. Consequently, in Ex-
periment 3, we directly tested whether gaze correction depends on
the VSTM system that has been studied extensively over the last
decade (Alvarez & Cavanagh, 2004; Hollingworth, 2004; Irwin &
Andrews, 1996; Vogel, Woodman, & Luck, 2001; Wheeler &
Treisman, 2002; Xu & Chun, 2006). We combined the gaze-
correction paradigm used in Experiment 2 with a secondary task—
color change detection—that is known to require VSTM (Luck &
Vogel, 1997). If VSTM plays a central role in controlling correc-
tive saccades, then a secondary VSTM task should interfere with
gaze correction (and vice versa), as the two tasks will compete for
limited VSTM resources. Similar methods have been used to
examine the role of VSTM in visual search (Woodman & Luck,
2004; Woodman, Luck, & Schall, in press; Woodman et al., 2001)
and in mental rotation (Hyun & Luck, 2007).

Arrays consisted of eight gray scale novel objects (the single-
object condition was eliminated). In the dual-task condition (Fig-
ure 7), participants saw a to-be-remembered array of five color
patches before the saccade target was cued. After the participant
made an eye movement to this target (and possibly a corrective
saccade), a test array of colors was presented, with all colors
remaining the same or with one color changed. Participants re-
sponded same or changed by manual button press. Thus, memory
was required both to perform the color change-detection task and

to make a memory-guided gaze correction. Performance in the
dual-task condition was compared with performance in two single-
task conditions. In the gaze-correction-only condition, participants
were instructed to ignore the initial set of colors, and color memory
was not tested at the end of the trial. In the color-memory-only
condition, participants were instructed to ignore the novel objects
and performed only the color-memory task.

If the same memory system is used both to make memory-
guided gaze corrections and to perform the color change-detection
task, then it should be more difficult to perform these two tasks
together than to perform each task alone. If different memory
systems are used, however, then the two tasks should not interfere,
and performance should be equivalent in the dual-task and the
single-task conditions. Although one might expect some dual-task
interference even if different memory systems are used, previous
research shows that interference in this type of procedure is highly
specific. For example, a spatial change-detection task interferes
with visual search, whereas an object change-detection task often
does not (Woodman & Luck, 2004; Woodman et al., 2001), and an
object change-detection task interferences with mental rotation,
whereas a spatial change-detection task does not (Hyun & Luck,
2007). Thus, the presence or absence of interference in this para-
digm can provide specific information about the use of shared
cognitive resources. A follow-up experiment is described later to
provide more evidence about the specificity of the interference.

Methods

Participants. A new group of 12 University of Iowa students
participated for course credit. Each reported normal, uncorrected
vision.

Figure 7. Sequence of events in a rotation trial of the dual-task condition of Experiment 3.
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Stimuli and apparatus. The gaze correction stimuli were the
same gray scale novel objects used in Experiment 2. The stimuli
for the color-memory task were square patches, 1.3° � 1.3°. Five
color patches were presented on each trial. The center of each
patch was 1.8° from central fixation, and patches were evenly
spaced around central fixation. Colors were chosen randomly
without replacement from a set of nine: red, green, blue, yellow,
violet, light-green, light-blue, brown, and pink. Red, green, blue,
yellow, and violet color patches were the same as in Experiment 1.
The x, y, and luminance values for the new colors were as follows:
light-green (x � .30, y � .56; 52.61 cd/m2), light-blue (x � .21,
y � .25; 62.96 cd/m2), brown (x � .57, y � .38; 3.79 cd/m2), and
pink (x � .32, y � .27; 48.98 cd/m2).

The apparatus was the same as in the previous experiments.
Button responses for the color change detection task were col-
lected with a serial button box.

Procedure. The three tasks were blocked (96 trials per block)
and block order counterbalanced across participants. Each block
was preceded by 12 practice trials. Trial order within a block was
determined randomly.

On each rotation trial of the dual-task block, the sequence of
events was as follows (Figure 7). The novel object array was
presented for 1,000 ms as the participant maintained central fixa-
tion. Then, the color-memory array was added to the display for
200 ms. The colors were removed for 500 ms. The target object in
the novel object array was cued for 50 ms by expansion and
contraction. The array was rotated as the participant generated a
saccade to the cued object. After landing, gaze was corrected to the
target. Once the target was fixated, it was outlined by a box for 400
ms. This signaled successful fixation of the target and also cued the
participant to return his or her gaze to the central fixation point.
The test array of color patches was presented until the participant
registered the same or the changed button response. Trials were
evenly divided between same and changed. When a color changed,
it was replaced by a new color, randomly selected for the set of
four colors that had not appeared in the memory array. The time
required to complete the gaze correction task varied from trial to
trial and, thus, so did the delay between the color-memory and test
arrays. Mean delay between the offset of the color-memory array
and the onset of the color test array was 1,882 ms.

The sequence of events in the gaze-correction-only condition
was identical to that in the dual-task condition, except that the test
array of colors was not presented.

In the color-memory-only condition, the sequence of events was
the same as in the preceding conditions through the presentation of
the color-memory array. The color-memory array was followed by
an interstimulus interval (ISI) in which only the novel-object array
was presented (no object was cued, as this would likely have led
to a reflexive saccade). The color test array was then presented
until response.

To ensure that the color-memory demands were equivalent in
the color-memory-only and dual-task conditions, the duration
of the ISI in the color-memory-only condition was yoked to the
actual delays between color arrays observed in the dual-task
condition. For half of the participants, the dual-task block
preceded the color-memory-only block. For these participants,
the ISI between color-memory and test arrays in the color-
memory-only block was yoked, trial by trial, to the actual delay
observed on the corresponding trial of the participant’s own

dual-task block. This method could not be used for participants
who completed the color-memory-only block before the dual-
task block. For these participants, the ISI duration was ran-
domly selected on each trial from the set of actual delays
observed across all preceding participants’ dual-task trials.
Thus we equated, to the closest possible approximation, not
only the mean delay between color arrays in the two conditions
but also the variability in that delay. The results did not differ
between the two yoking methods, and the data were combined
for analysis.

Data analysis. Eye tracking data were analyzed with respect to
the scoring regions described in Experiment 2. A total of 19.5% of
trials was eliminated for the reasons described in Experiment 1.

Results

Performance in the gaze correction and color-memory tasks is
reported in Table 1.

Gaze correction performance. The central question was
whether gaze correction performance on rotation trials would be
impaired in the dual-task condition compared with the gaze-
correction-only condition. Gaze correction performance was sig-
nificantly impaired by the color-memory task. Gaze correction
accuracy was reliably lower in the dual-task condition (80.8%)
than in the gaze-correction-only condition (90.2%), t(11) � 2.74,
p � .05. And gaze correction latency was reliably longer in the
dual-task condition (228 ms) than in the gaze-correction-only
condition (203 ms), t(11) � 2.33, p � .05. Thus, we can infer that
gaze correction depends directly on the VSTM system.

In addition to examining the effect of a VSTM load on gaze
correction, we again examined the effect of target distance from
the landing position of the initial saccade. For the gaze-correction-
only condition, the probability of accurate correction decreased
with increasing distance (rpb � �.12, p � .05), and saccades that
landed closer to the target than to the distractor were more likely
to be corrected to the target (95.4%) than saccades that landed
closer to the distractor than to the target (85.8%), t(11) � 5.35, p �
.001. Similar results were obtained in the dual-task condition,
though the effects did not reach statistical significance. The cor-
relation between distance and correction accuracy approached
reliability (rpb � �.11, p � .07), and saccades that landed closer
to the target than to the distractor were more likely to be corrected

Table 1
Experiment 2: Gaze Correction and Color Memory Performance
Under Dual-Task and Single-Task Conditions

Measure

Condition

Dual task

Gaze
correction

only
Color memory

only

Gaze correction
Accuracy (% correct)* 80.8 90.2
Latency (ms)* 228 203

Color memory
Accuracy (% correct)** 70.7 77.2

* p � .05, for the contrast between single-task and dual-task
conditions. ** p � .005.
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to the target (85.4%) than saccades that landed closer to the
distractor than to the target (75.5%), t(11) � 2.07, p � .06. Note,
however, that even when the eyes landed closer to the distractor
than to the target, the rate of accurate correction to the target was
still reliably higher than the chance correction of 50% in both the
gaze-correction-only condition (85.8%), t(11) � 13.8, p � .001,
and the dual-task condition (75.5%), t(11) � 5.97, p � .001,
indicating that memory was the primary factor determining selec-
tion of the goal of the corrective saccade.

For each trial, we computed the distance difference score by
subtracting the distance of the landing position to the closer of the
two objects from the distance of the landing position to the farther
of the two objects. Figure 8 shows gaze correction accuracy as a
function of the magnitude of this difference, with trials on which
the eyes landed closer to the distractor than to the target plotted on
the left and trials on which the eyes landed closer to the target than
to the distractor plotted on the right. The overall pattern of data
was similar to that found in Experiment 2 (see Figure 6). In
addition, distance had a larger effect in the dual-task condition than
in the gaze-correction-only condition, with correction accuracy
falling considerably (to 68% correct) in the dual-task condition
when the eyes landed relatively close to the distractor and far from
the target. (Even in this case, the rate of accurate correction to the
target, 68%, was marginally higher than chance, t[11] � 2.20, p �
.05.) These data suggest that nonmemorial distance information
might play a larger role in the selection of the goal of the corrective
saccade when VSTM information is degraded due to the dual-task
interference.

Color-memory performance. The gaze correction task pro-
duced reciprocal interference with the color-memory task. When
including both rotation and no-rotation trials of the dual-task
condition, color change detection accuracy for the dual-task con-
dition (70.7%) was reliably lower than for the color-memory-only
condition (77.2%), t(11) � 3.58, p � .005.

A comparison of color change detection in the rotation and
no-rotation trials of the dual-task condition is potentially informa-
tive of the locus of VSTM interference. Both rotation and no-
rotation trials would have led to the encoding of saccade target
information into VSTM prior to the saccade (because the need for
correction became evident only after the saccade was completed).
However, only in the rotation condition did participants actually
need to use VSTM to correct gaze on most trials. There was no
accuracy difference for color change detection between the rota-
tion (70.6%) and no-rotation (70.8%) trials of the dual-task con-
dition, t(11) � 0.04, p � .97. And, both were reliably worse than
change detection in the color-memory-only condition: rotation
versus color-memory-only, t(11) � 2.27, p � .05; and no-rotation
versus color-memory-only, t(11) � 2.54, p � .05. Although pre-
liminary, this result suggests that interference is first introduced at
the stage of encoding saccade target information into VSTM.

Overall magnitude of interference. Interference in the dual-
task condition was observed on both the color-memory task and
the gaze-correction task. Given that the gaze correction task re-
quired, at minimum, the encoding and maintenance of one object
across the saccade (the saccade target), it is important to demon-
strate that there was at least one object’s worth of interference in
the dual-task condition. For color memory, we calculated Cowan’s
K [(hit rate – false alarm rate) � set size], which provides an
estimate of the number of objects retained in memory (Cowan et
al., 2005). In the color-memory-only condition, K was 2.73. In the
dual-task condition, K dropped to 1.96. Thus, there was a mean
decrement of 0.77 object for color memory in the dual-task con-
dition. This effect constitutes only one component of interference,
however, because gaze correction accuracy also was impaired in
the dual-task condition. It is difficult to estimate the latter inter-
ference in terms of the number of objects retained. However, the
numerical magnitude of gaze correction interference (9.4%) was
larger than the magnitude of color-memory interference (6.5%).

Landing Position DIstance Difference (degrees)

2 1 0 1 2

P
ro

b
ab

ili
ty

 o
f 

C
o

rr
ec

ti
o

n
 t

o
 T

ar
g

et
(C

or
re

ct
io

n 
A

cc
ur

ac
y)

0.0

0.2

0.4

0.6

0.8

1.0

 .88
 .83 

 .94
 .97

.68 

 .89  .87
 .90 

Gaze Correction Only
Dual Task

Landed closer to 
distractor than to target

Landed closer to target
than to distractor

Figure 8. Gaze correction accuracy for full-array rotation trials in Experiment 3 as a function of the difference
in distance of the target and the distractor from the landing position of the initial saccade. For each type of trial,
the distance difference data were split into halves. Mean distance difference in each half is plotted against mean
gaze correction accuracy in that half. Data are plotted separately for the gaze-correction-only and dual-task
conditions.

174 HOLLINGWORTH, RICHARD, AND LUCK



Thus, we can conclude, conservatively, that the dual-task condition
introduced approximately one object’s worth of interference, con-
sistent with the need to encode the saccade target into VSTM for
accurate gaze correction.

Discussion

Performance on both the gaze-correction and the color-memory
tasks was impaired when they were performed concurrently. This
is the strongest evidence to date that memory across saccades
depends on the same memory system engaged by conventional
VSTM tasks. Whereas prior studies have shown that VSTM and
transsaccadic memory have similar representational properties (for
a review, see Irwin, 1992b), the present experiment is the first to
demonstrate that VSTM actually plays a functional role in gaze
control.

We conducted an additional dual-task experiment (N � 12) to
ensure that the interference observed in Experiment 3 was the
result of competition for VSTM resources rather than a general
consequence of performing two tasks concurrently. The color-
memory task was replaced by a verbal short-term memory task. In
the dual-task condition, participants heard five consonants before
the gaze correction task. (Letters were selected randomly, without
replacement, from the set of English consonants; stimuli were
digitized recordings of a female voice speaking each letter; letters
were presented at a rate of 700 ms/letter). After gaze was cor-
rected, a single consonant was played, and participants reported
whether it had or had not been present in the original set (mean
accuracy was 87.9%). The gaze-correction-only condition was the
same, except participants were instructed to ignore the initial set of
letters, and verbal memory was not tested at the end of the trial.
We did not conduct a verbal-memory-only condition, because we
were specifically interested in gaze correction interference. In all
other respects, however, the method was identical to that in Ex-
periment 3.

The verbal task did not require VSTM resources; therefore, it
should not have interfered with gaze correction. Indeed, the addi-
tion of the verbal memory task did not significantly impair gaze
correction accuracy or latency. Mean correction accuracy was
87.4% in the dual-task condition and 84.3% in the gaze-correction-
only condition, t(11) � 1.67, p � .12. Mean gaze correction
latency was 204 ms in the dual-task condition and 208 ms in the
gaze-correction-only condition, t(11) � 0.41, p � .69.

Thus, interference with gaze correction was specific to a sec-
ondary task (color change detection) that competed with gaze
correction for VSTM resources.

Experiment 4

The speed of VSTM-based correction suggests that correction to
the remembered saccade target might be a largely automatized
skill, made efficient by the use of VSTM-based correction thou-
sands of times each day. In Experiment 4, we examined whether
gaze correction requires awareness of rotation and whether partic-
ipants can voluntarily control VSTM-based corrective saccades.
The basic method of Experiment 1 was used, except that an outer
ring was added to the array (Figure 9). Participants were instructed
that if they noticed that the array rotated, they should immediately
shift their eyes to the outer ring without looking at any of the

objects in the array. We predicted that gaze corrections would
occur whether or not the participants were aware that the array had
rotated and that the participants would be unable to suppress
corrections even when they were aware of the rotation.

Method

Participants. A new group of 12 University of Iowa students
participated for course credit. Each reported normal, uncorrected
vision.

Stimuli, apparatus, and procedure. The stimuli, apparatus,
and procedure were identical to those of Experiment 1, with the
following exceptions.

A continuously visible, light-gray ring was added to the stimulus
images (Figure 9). The width of the ring was 1.9°, and the inner
contour of the ring was 7.7° from central fixation. In addition, the
initial object array was offset randomly (between 0° and 29°) from
the clock positions to minimize the possible strategy of detecting
rotations by encoding the array configuration categorically. Par-
ticipants were told that the array would rotate during their eye
movement to the target object on some trials. They were instructed
that if they noticed that the array rotated, they should direct their
gaze immediately to the outer ring without fixating any of the
objects. If they did not notice that the array rotated, they should
simply direct their gaze to the target object. Half of the 12
participants were given an additional instruction. (It became evi-
dent that this additional task would be informative only after our
having analyzed the data from the first 6 participants.) After the
completion of each trial on which the outer ring was fixated, the
participants were asked to report, by making a button press,
whether they had or had not fixated the target object. This allowed
us to gain preliminary evidence about whether participants were
aware of their corrective saccades to the target object. Gaze cor-
rection performance did not differ between the two subgroups of
participants.

Figure 9. Object array illustrating the outer ring in Experiment 4.
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The single-object control condition was eliminated. Participants
completed 288 full-array trials (96 rotation trials) in a single
session. Trial order was determined randomly. The entire session
lasted approximately 45 min.

Data analysis. At total of 15.7% of the data was eliminated for
the reasons described in Experiment 1.

Results and Discussion

The critical trials were rotation trials on which the eyes landed
between the target and the distractor. Participants fixated the outer
ring, indicating correct detection of rotation, on 77% of the rota-
tion trials. On no-rotation trials, participants fixated the outer ring
on only 2% of trials, demonstrating that they were moderately
sensitive to the rotations in the rotation condition. Because the
rotation occurred during the saccade, when vision is suppressed,
detection of rotation could not have been based on direct percep-
tion of displacement. Thus, these data indicate that participants can
often remember information about the presaccade array (such as
the locations of array objects) sufficient to detect that the array has
rotated after the saccade.

We examined the 23% of the rotation trials on which the outer
ring was not fixated; on these trials, we assume that the participant
did not detect the rotation. Gaze was corrected to the target object
first on 96% of these trials, and mean correction latency was 228
ms (SE � 18 ms). These corrections were just as fast as the
memory-guided gaze corrections in Experiment 1. Thus, efficient
gaze correction does not require explicit awareness of the rotation.

On the other 77% of the rotation trials, participants detected the
rotation and fixated the outer ring. Despite the instruction to avoid
fixating any of the objects, participants made a corrective saccade
to the target before fixating the ring on 56% of these trials. The
distractor was fixated before the ring on only 4% of the detected
rotation trials. The mean latency of corrections to the target was
225 ms (SE � 25 ms), which was just as efficient as the corrections
observed in Experiment 1. Thus, gaze was corrected to the target
object efficiently on a significant proportion of trials despite the
task instruction to shift gaze immediately to the outer ring. On the
remaining 40% of these trials, participants fixated the outer ring
without fixating either the target or the distractor, as instructed, but
these saccades were quite inefficient. Mean saccade latency to the
ring on these trials was 483 ms (SE � 51 ms), which was more
than twice as long as the mean latency for corrective saccades. A
plausible explanation for these long saccade latencies is that par-
ticipants programmed a corrective saccade to the target but inhib-
ited it before programming a saccade to the outer ring.

Some caution is always necessary when trying to determine
whether an observer was aware of a stimulus or behavior, and
proving a lack of awareness is at best an uphill battle (see Green-
wald & Draine, 1998), especially because awareness is likely to be
variable rather than categorical in most cases (for an exception, see
Sergent & Dehaene, 2004). In the present study, it is likely that the
failure of the participants to make a saccade to the outer ring on
approximately one quarter of the rotation trials occurred because
the perceptual evidence for a rotation failed to exceed some
threshold on these trials and not because they were completely
unaware of the rotation on these trials (and fully aware of the
rotation when they shifted to the outer ring). Thus, the present
results do not indicate that corrective saccades occur in the com-

plete absence of awareness of rotation. Rather, they demonstrate
that corrective saccades can occur even when the level of aware-
ness is so low that an observer reports being unaware of the
rotation.

To assess awareness of gaze correction, 6 of the participants
from this experiment were required to report whether they had or
had not fixated the target object after each trial on which they
fixated the outer ring. For each participant, trials were divided by
whether the participant had or had not actually fixated the target
object. When the target was fixated, participants correctly reported
target fixation on 87% of trials. When the target was not fixated,
participants correctly reported that they did not fixate the target on
only 29% of trials. Thus, participants were biased to report that
they fixated the target, and the most common error was reporting
target fixation when the target had not been fixated. This effect
could derive from the same source as the long saccade latencies to
the ring, discussed above. If, on landing, attention was covertly
shifted to the target object and a saccade to the target inhibited,
participants would have been quite likely to confuse attending to
the target with fixating the target (Deubel, Irwin, & Schneider,
1999), generating a false report of target fixation. Collapsing
across trial type, overall awareness of correction was quite poor,
with a mean accuracy of 65% correct (chance � 50%). Accounting
for guessing, participants had information sufficient to correctly
report target fixation on approximately 30% of trials.

In summary, VSTM-based corrective saccades did not depend
on the participant’s having explicitly detected the rotation; correc-
tions were automatic in the sense that they were often generated
despite the instruction to shift gaze immediately to the outer ring,
and participants often could not report whether they had or had not
made a correction to the target. These results, together with evi-
dence that the use of VSTM to correct gaze is highly efficient,
suggest that VSTM-based gaze correction is a largely automatized
skill. In addition, these results constitute some of the first evidence
that VSTM, typically equated with conscious cognition, can op-
erate implicitly to support automated visual behavior.

General Discussion

In the present study we sought to understand the functional role
of VSTM in real-world cognition and behavior. We tested the
hypothesis that VSTM plays a central role in memory across
saccades, in the computation of object correspondence, and in
successful gaze correction following an inaccurate eye movement.
The results of four experiments demonstrate that (a) memory can
be used to correct saccade errors; (b) these memory-guided cor-
rections are nearly as fast and as accurate as stimulus-guided
corrections; (c) VSTM is the memory system that underlies these
corrections; (d) memory-guided gaze corrections are automatic
rather than a strategic response to task demands; and e) these
corrections typically occur with minimal awareness. The accuracy,
speed, and automaticity of VSTM-based gaze correction are char-
acteristics one would expect of a system that has been optimized,
through extensive experience, to ensure that the eyes are efficiently
directed to goal-relevant objects in the world.

The Function of VSTM

If gaze errors could not be corrected quickly, visually guided
behavior would be significantly slowed. This can be observed
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directly on the occasional trials in Experiment 2 when the correc-
tive saccade was made to a distractor first instead of to the target.
On these trials, fixation of the target object was delayed by an
average of 482 ms compared with trials on which gaze was
corrected to the target first. Such a delay would significantly
impair performance of real-world tasks that require rapid acquisi-
tion of perceptual information. For example, in a basketball game
in which one’s own team wears yellow and the other team wears
red, if gaze was inaccurately corrected to a red-shirted player when
attempting to make a pass to a yellow-shirted player, a delay of
half a second could be the difference between a successful pass
and a turnover. In driving, the delay introduced by inaccurate
correction to a blue car rather than a red car could be disastrous if
the red car was the one being driven erratically and dangerously.
It is also important to note that many everyday tasks—such as
making a meal or giving directions from a map—unfold over the
course of minutes and require literally hundreds of saccades to
goal-relevant objects (Hayhoe, 2000; Land et al., 1999). Given that
saccade errors occur on approximately 30%–40% of trials under
the simplest conditions, the accumulated effect of inaccurate gaze
correction could be very large in day-to-day human activities.
Thus, VSTM-based gaze correction is likely to be an important
factor governing efficient visual behavior.

Although the present study demonstrates that VSTM is used to
perform gaze correction, VSTM across saccades may have addi-
tional functions. Irwin, McConkie, and colleagues (Currie et al.,
2000; McConkie & Currie, 1996) have argued that VSTM for the
saccade target object supports the phenomenon of visual stability
across saccades (i.e., that the world does not appear to change
across an eye movement despite changes in retinal projection). In
this view, features of the saccade target object are stored across the
saccade. If an object matching the remembered target is found
close to the landing position, stability is maintained. If not, one
becomes consciously aware of a discrepancy between pre- and
postsaccade visual experience. Although transsaccadic VSTM
might certainly support perceptual stability, we observed effi-
cient gaze correction independently of whether participants
perceived stability or change. In Experiment 4, gaze was cor-
rected quickly to the target object whether or not the participant
was aware of the change introduced by rotation. This suggests
a more fundamental role for VSTM across saccades: establish-
ing correspondence between the saccade target object visible
before and after the saccade.

Another plausible function for VSTM across saccades is to
integrate perceptual information visible on separate fixations. In
fact, the earliest work on VSTM identified transsaccadic integra-
tion as the likely purpose of a short-term visual memory (Phillips,
1974), and in much of the literature on transsaccadic memory, it
has been assumed that integration is a central function of that
system. Yet, there are reasons to be cautious about positing a role
for VSTM in integration across saccades. First, although there is
considerable evidence that visual information can be retained in
VSTM across saccades (Henderson & Hollingworth, 1999, 2003a;
Irwin, 1992a; Irwin & Andrews, 1996), there is no clear evidence
for the integration of that information with new perceptual infor-
mation after the saccade. Direct tests of whether VSTM supports
visual integration have shown that VSTM is typically used for the
comparison of successive inputs rather than their integration
(Hollingworth et al., 2005; Jiang & Kumar, 2004). Second, the

representational capacity of VSTM dictates that if integration
occurs in VSTM, it must be very limited. The capacity of VSTM
is a few objects at most, and for complex natural objects, capacity
appears to be only 1–2 objects (Alvarez & Cavanagh, 2004;
Hollingworth, 2004). Thus, VSTM could possibly support the
integration of information about the saccade target object and
perhaps one other object, but significantly more elaborate integra-
tion would appear beyond the capability of VSTM. Instead, the
integration of visual information to form larger scale representa-
tions of scenes depends not on VSTM but on high-capacity long-
term memory (Hollingworth, 2004, 2005; Hollingworth & Hen-
derson, 2002; Zelinsky & Loschky, 2005). VSTM might play a
role in the consolidation of visual information into long-term
memory, but this possibility has yet to be tested.

A more general conception of VSTM function is that VSTM
enables a variety of perceptual comparison operations, of which
transsaccadic correspondence and gaze correction would be an
example (for a review, see Luck, in press). Most perceptual com-
parisons involve objects that are spatially separated, and thus,
sequential attention is required to process the perceptual details of
each object. VSTM likely spans the gap between sequentially
attended objects, allowing for the maintenance of information
about a previously attended object (Hollingworth, 2004; Johnson,
Hollingworth, & Luck, in press) so that this information can be
compared with the perceptual properties of the currently attended
object. For example, to determine which cookie to choose from
two alternatives, properties of cookie A (e.g., size, number of
chocolate chips) would be encoded into VSTM and stored across
a shift of attention (and a saccade) to cookie B, so that the
properties of cookie A could be compared with the properties of
cookie B. Perceptual comparison also occurs in the realm of object
recognition and in the learning of object categories. When a child
learns the difference between, say, apples and pears, the mainte-
nance of perceptual information in VSTM as gaze is directed from
an apple to a pear would support the detection of differences that
could enable subsequent categorization operations to discriminate
between the two classes of object.

Gaze Correction and Visual Search

One type of perceptual comparison operation has received par-
ticular attention in the literature on VSTM. Researchers have
proposed that a central function of VSTM is to remember visual
properties of a target object during visual search, so that target
memory can be compared with search elements and the object
matching the search target can be detected (e.g., Duncan & Hum-
phreys, 1989). Moreover, spatial attention (and the eyes) is pro-
posed to be biased during search toward locations containing an
object that matches the perceptual features of the target maintained
in VSTM (Chelazzi et al., 1993; Desimone & Duncan, 1995).

The present data speak directly to the role of VSTM in visual
search. Gaze correction is, at heart, a visual search task—the
remembered saccade target must be found among a set of distrac-
tor objects—and it is certainly one of the most frequent forms of
visual search behavior. In Experiment 3, a concurrent VSTM load
interfered with search for the saccade target, significantly elevating
search time (both through a greater probability of inaccurate cor-
rection and through longer correction latencies when a single
saccade was directed to the target). Therefore, the results of
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Experiment 3 provide substantial support for the hypothesis that
VSTM is used during search to maintain the search target (saccade
target) properties, albeit in a different form of search paradigm
than is commonly considered in the literature.

The present results are consistent with recent work in which the
role of VSTM in traditional search tasks was examined. Early
studies indicated that VSTM might play little or no role in search.
For example, Woodman et al. (2001) found that a concurrent
VSTM load of colors did not interfere significantly with visual
search efficiency. However, the use of static search targets in the
Woodman et al. (2001) study minimized the need to represent the
search target in VSTM (and instead, participants were likely to
have used long-term memory to perform this function). In a
follow-up study (Woodman et al., in press), the search target
varied from trial to trial, placing greater demand on VSTM to
maintain the current search target template. Under these condi-
tions, a concurrent VSTM load of colors did interfere with search
efficiency. The present gaze correction task also placed strong
demands on VSTM, as the target of the saccade (and subsequent
search) varied from trial to trial, and a concurrent VSTM load
likewise generated significant interference with search.

In summary, VSTM plays a central role in computing object
correspondence across saccades and in correcting gaze. This func-
tion can be seen as reflecting a general role for VSTM in percep-
tual comparison. In addition, gaze correction is a very common
form of visual search, raising the possibility that interactions
between VSTM, perception, and attention in search have devel-
oped, at least in part, to guide attention and the eyes to the
remembered saccade target after an inaccurate saccade.

Implications for Understanding the Computation of
Object Correspondence

The problem of object correspondence is fundamental to visual
cognition and arises whenever visual input is disrupted briefly,
such as across eye movements, blinks, and occlusion. Given the
frequency of these disruptions, the computation of object corre-
spondence is required almost constantly during natural vision.
Theoretical accounts of object correspondence have been domi-
nated by the object–file theory of Kahneman et al. (1992). Object–
file theory holds that object representations are referenced by their
spatial position. A spatial index is assigned to a visible object, and
memory for an object’s properties (e.g., visual form and identity
information) is bound to the spatial index. This composite repre-
sentation is then used to bridge disruptions, such as saccades, and
to establish the correspondence between objects visible before and
after the disruption. The object–file framework has been adopted
broadly within the literature on transsaccadic memory (Henderson,
1994; Henderson & Anes, 1994; Henderson & Siefert, 2001;
Hollingworth & Henderson, 2002; Irwin, 1992a, 1996; Irwin &
Zelinsky, 2002; Zelinsky & Loschky, 2005). In addition, recent
work demonstrates that the object–file system and VSTM are
likely to be one and the same (Hollingworth & Sacks, 2006).

In object–file theory, a strong claim is made about how object
correspondence is computed: Object correspondence is established
by spatiotemporal continuity. That is, an object is treated as
corresponding to a previously viewed object if the object’s spa-
tiotemporal properties are consistent with the interpretation of a
continuous, persisting entity. Moreover, object–file theory holds

that object correspondence mechanisms do not consult nonspatial
properties of the object, such as shape, color, or meaning (Kahne-
man et al., 1992; Mitroff & Alvarez, in press). As long as spatio-
temporal information is consistent with the interpretation of a
continuous object, object correspondence will be established de-
spite inconsistency in surface features or meaning. For example, a
red square that travels behind an occluder and emerges as a blue
disk will be perceived as a single object if its appearance from
behind the occluder happens at the correct time and in the correct
location given the speed and direction of the object before occlu-
sion (e.g., Flombaum & Scholl, 2006).

The present study provided evidence that is difficult to reconcile
with the claim that object correspondence operations consult only
spatiotemporal information. In the gaze correction paradigm, spa-
tial information was entirely noninformative. The rotation during
the saccade generated spatial ambiguity after the saccade that
could be successfully resolved only by comparing memory for
object surface features (such as color) with perceptual information
after the saccade. Yet, object correspondence was established
accurately and efficiently. Clearly, the gaze correction task differs
significantly from the standard object reviewing paradigm of Kah-
neman et al. (1992). In particular, the method used by Kahneman
et al. assessed object correspondence only indirectly by probing
memory for an object (typically a letter) associated with a different
object whose continuity is being manipulated (typically a box in
which the letter appeared). In the gaze correction paradigm, the
properties relevant for performing the task are properties of the
saccade target object itself (such as its color), providing a more
direct test of how the features of an object are used to establish
correspondence. It is certainly possible, however, that correspon-
dence is computed differently for objects in motion (as in the
standard Kahneman et al. task) and objects across saccades (as in
the present task). Thus, we can conclude from the present results
that in the domain of transsaccadic memory, object correspon-
dence operations consult surface feature information and are not
limited to spatiotemporal information. Further research will be
required to probe whether the different results observed in the two
paradigms arise from the effects of two different correspondence
operations or are caused simply by methodological differences,
such as differences in the relative salience of spatial and surface
feature information.

The Effect of Target Distance From the Saccade Landing
Position

Memory for surface features dominated gaze correction in the
present experiments; however, there was a small but consistent
effect of the relative distance of objects from the saccade landing
position in Experiments 2 and 3. In these experiments, the prob-
ability of correcting gaze to the target decreased with increasing
distance between the target and the landing position of the initial
saccade. How might distance interact with memory to guide object
correspondence and gaze correction? First, the relative distance of
objects from the saccade landing position could inform gaze cor-
rection when VSTM information is degraded or noninformative. In
Experiments 2 and 3, the difficulty of perceiving complex objects
presented in the periphery might have led to an imprecise VSTM
representation of the saccade target on some trials. In the face of
poor VSTM information, gaze correction mechanisms would rely
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on nonmemorial information, such as the relative distance of
objects from the saccade landing position. At an extreme, if VSTM
was entirely noninformative (e.g., all array objects were identical),
then gaze correction would presumably depend entirely on non-
memorial cues. Thus, just as various monocular and binocular cues
are combined in a weighted manner when the visual system
performs depth perception, various memorial and nonmemorial
cues could be combined in a weighted manner when the visual
system selects an object for a corrective saccade.

A second alternative is that the use of VSTM information is
limited to a spatial region fairly close to the saccade landing
position (Currie et al., 2000). That is, only objects whose distance
from the landing position makes them plausible candidates for
saccade target would be compared with memory. The fairly large
interobject distances in Experiments 2 and 3 raise the possibility
that on some trials, the target was simply too far from the landing
position to be considered a candidate for correction, and it was not
compared with memory (in which case it would be less likely to be
selected as the goal of the correction). Such a distance heuristic
would streamline search and comparison processes after the sac-
cade, limiting search for the saccade target to a relatively small
portion of the visual field.

Conclusions

The present study demonstrated that an important function of
the VSTM system is to establish object correspondence across
saccades and enable the efficient correction of gaze when the eyes
fail to land on the saccade target object. When combined with
previous research on gaze control, the present study suggests the
following sequence of events. Before a saccade, visual attention is
shifted covertly to the saccade target object (Deubel & Schneider,
1996; Hoffman & Subramaniam, 1995). The attended saccade
target receives preferential perceptual processing (Hillyard, Vogel,
& Luck, 1998; Yeshurun & Carrasco, 1999) and is consolidated
into VSTM (Henderson & Hollingworth, 2003a; Irwin & Gordon,
1998; Schmidt et al., 2002). During the saccade, the target repre-
sentation is maintained in VSTM (Irwin, 1992a; Irwin & Andrews,
1996). When the eyes land, perceptual information around the
landing position is compared with target memory (Currie et al.,
2000; Henderson & Hollingworth, 2003a). In the common circum-
stance that the eyes miss the saccade target, the target must be
found, and when found, a corrective saccade is executed to that
object. VSTM-based visual search for the saccade target is highly
accurate and efficient, with the use of VSTM producing only a
40–50 ms increase in gaze correction latency. In addition, such
memory-guided gaze correction is largely automatic. The speed
and automaticity of VSTM-based correction suggests that VSTM
plays a central role in ensuring that the eyes are directed efficiently
to goal-relevant objects in the world.
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