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Information-processing models of human performance are often categorized as discrete or 
continuous, with continuous models currently in vogue. This paper presents a three-part analysis 

of discrete and continuous models. Part 1 considers the definitions of the terms discrete and 

continuous, and concludes that a dichotomous categorization of models is a serious oversimplifi- 
cation for three reasons. First, discreteness and continuity are not themselves dichotomous 

properties, but rather two extremes between which there can be intermediate cases. Second, there 

are many different senses in which information-processing models can be described as discrete or 

continuous (or somewhere in between), and the same model may be relatively discrete in some 
senses and relatively continuous in others. Third, any complete model of an information-processing 

task assumes several different processing stages, of which some could be relatively discrete (in any 

given sense) and others relatively continuous. Part 2 reviews evidence commonly cited in support 

of continuous models. Many of the findings can be reconciled with fully discrete models, and the 

rest require continuity only in certain very limited senses. In particular, there is no compelling 

evidence against the discrete stage assumption of the Additive Factor Method (AFM) of Stemberg 

(1969a, b). Part 3 reviews recent evidence supporting discrete models, some of which specifically 

supports the discrete stage assumption. In the light of this evidence and the shortcomings of the 

evidence reviewed in Part 2, it is concluded that it is premature to abandon discrete models in 

favor of continuous ones. 

Over the last 30 years, the information-processing approach has 
come to dominate cognitive psychologists’ attempts to understand how 
organisms acquire and use knowledge about the world (J.R. Anderson 
1980). Information-processing models have been developed to explain 

* This research was supported by grant PHSMH40733 from the National Institute of Mental 

Health. The first draft of this article was prepared while the author was a visitor in the Human 

Information Processing Research Dept. of Bell Laboratories, at Murray Hill, NJ. 

I would like to thank David Bauer, Patricia Haden, James Johnston, Harold Pashler and 

Andries Sanders for helpful discussions and comments on the ideas and their exposition. 

Author’s address: J. Miller, Dept. of Psychology, C-009, University of California, San Diego, 
La Jolla, CA 92093, USA. 

OOOl-6918/88/$3.50 0 1988, Elsevier Science Publishers B.V. (North-Holland) 



192 J. Miller / Discrete and continuous informatron-processing models 

performance in myriad tasks, including perceptual discrimination (e.g., 
Vickers 1970, 1979) perceptual comparison (e.g., Posner 1978), reading 
(Just and Carpenter 1980), problem solving (e.g., Newell and Simon 
1972), making decisions based on mental images (Kosslyn 1981), fact 
retrieval (J.R. Anderson and Bower 1980), and typing (Sternberg et al. 
1978). Much of the success of the information-processing approach 
results from the generality of its form, nicely expressed by Bower: 

‘The information-processing approach assumes that perception and learning can be analyzed 

conceptually into a series of stages during which particular components perform certain 

transformations or recodings of the information coming into them. The subject’s eventual 

response is considered to be the outcome of this lengthy series of operations. Each stage in 

the system receives as input the information as coded in its predecessor stage, operates upon it 

so as to condense, abstract, recode, or elaborate it, and then passes this product along to the 

next stage in the analysis. Since external stimuli cannot get inside an organism, the representa- 

tion of them .._ and their interactions is what we call “information”, and this is the 

content we describe in our theories.’ (Bower 1975: 33) 

The information-processing approach encompasses an enormous 
class of models, because, in this very general form, it places no 
constraints on the system’s representations, transformations, or compo- 
nent processing stages. r Indeed, the job of cognitive psychologists is to 
discover these constraints. Many specific models incorporating particu- 
lar sets of constraints have been proposed within the approach, includ- 
ing information transmission through a single channel of limited capac- 
ity (Broadbent 1958; Hick 1952), interactive activation networks 
(Rumelhart and McClelland 1982), production systems (Newell 1973), 
serial stage systems (Sternberg 1969a, b), and hierarchical filters (Estes 
1977). No one or combination of these models has gained overwhelm- 
ing support, however, and many types of models are still under active 
investigation. 

In recent years a number of researchers have distinguished between 
two broad categories of information-processing models known as dis- 
crete and continuous (e.g., Eriksen and Schultz 1979; McClelland 1979; 
Meyer et al. 1984, 1985; Miller 1982a, b, 1983; Norman and Bobrow 
1975). In particular, it has become fashionable to reject discrete models 
as inconsistent with a great deal of behavioral evidence, physiologically 

’ It is standard in the literature to use the term ‘stage’ to refer to the major divisions or 

‘functional subunits’ (Taylor 1976) in the processing needed to carry out a task. The term 

‘process’ is commonly used to refer to the more specific operations of which the stages are 

composed (cf. Sanders 1980). 
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implausible, and just plain old-fashioned. Perhaps as a result of this 
trend, many empirical papers now include a continuous model that can 
account for their results, but do not consider how a discrete model 
might do so. Furthermore, the Additive Factor Method (AFM) of 
Sternberg (1969a, b), once considered a formidable tool in the explora- 
tion of cognition, seems now to be regarded as untenable because it 
assumes a serial succession of discrete processing stages. 

We consider the en masse abandonment of discrete models in favor 
of continuous ones to be wholely unjustified given the evidence cur- 
rently available, and thus scientifically premature. We believe that it is 
still very much an open question whether discrete or continuous models 
better characterize human information processing. In support of this 
position, we offer a three-part examination of the distinction between 
discrete and continuous models. 

The first part considers in detail just what is meant by the terms 
discrete and continuous. It is suggested that an overarching binary 
distinction between discrete and continuous information-processing 
models is a tremendous oversimplification, because discreteness and 
continuity do not divide the models into two mutually exclusive and 
exhaustive classes. To support this thesis, it is argued that: (a) discrete- 
ness and continuity do not constitute a dichotomy, but rather two ends 
of a graded dimension with intermediates between the extremes, (b) 
there are at least three different senses in which information-processing 
models can be relatively discrete or relatively continuous, and models 
can be discrete in some senses but continuous in others, and (c) 
information-processing models involve several distinct processing 
stages, and different stages within a single model need not all be 
discrete or continuous, even within a single sense of that distinction. 

The second part presents a critical review of evidence that has 
caused theorists to reject discrete models in favor of continuous ones. It 
is concluded that there is no decisive evidence in favor of fully 
continuous models, contrary to popular belief. In particular, most of 
the evidence cited in support of continuous models supports continuity 
only in a very limited sense, and this sense of continuity is compatible 
with models that are discrete in other important senses. In this part, 
special emphasis is given to evidence regarded as incompatible with the 
‘discrete processing stage’ assumption that total processing time can be 
decomposed into a sum of times needed for component stages. This 
assumption is of special importance, because it underlies many discrete 
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stage models and the AFM. It is argued that there is no persuasive 
evidence of continuity in the sense incompatible with the discrete stage 
assumption. 

The third part presents a review of evidence in favor of discrete 
models. In some important senses of the terms, there seems to be more 
evidence for discrete models than continuous ones. This evidence has 
generally been ignored in the rush toward continuous models, and in 
some cases has even been misunderstood as support for those models. 

Part 1: 
On the meaning of ‘discrete’ and ‘continuous’ 

1.1. The continuum of grain size 

Before discussing the applications of discreteness and continuity to 
information-processing models, it is useful to review the dichotomy to 
which these terms refer in mathematics and statistics: a variable is 
discrete if its values cannot be arbitrarily similar to one another and 
continuous if they can. For example, population size of the U.S. is 
discrete, since values differ by a minimum unit of 1. Human height is 
continuous, since its values can differ by arbitrarily small amounts (i.e., 
no minimum unit). 

Though the mathematical distinction between discreteness and con- 
tinuity can be useful in comparing certain classes of models (e.g., Van 
Santen and Bamber 1981), the distinction between variables with and 
without minimum units will not always be the most useful distinction 
for cognitive psychologists. For one thing, we will often want to 
distinguish a variable with a small minimum unit from one with a large 
minimum unit, even though the mathematical distinction classifies both 
as discrete. For example, a system that represented perceived bright- 
ness with two or three or even ten discrete levels would be quite 
different, in most tasks, from one that represented perceived brightness 
in terms of minimum units corresponding to individual photoreceptors 
stimulated. For another thing, we will often wish to avoid distinguish- 
ing between variables with minimum units of zero and those with small 
but non-zero units, because either kind of variable can be used to 
model the other without any important loss of accuracy. In almost all 
perceptual analyses, for example, perceived brightness could be treated 
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as a continuous variable, even if it actually varied in discrete units 
corresponding to single photoreceptors. 

The example of brightness representation makes it clear that no 
dichotomy is sufficient to describe the minimum unit of a variable. If 
we start with a two-state model of brightness representation and 
gradually increase the number of brightness levels that can be repre- 
sented, there is no magical cutoff number at which the brightness 
representation becomes continuous rather than discrete. The model of 
brightness representation can only be described accurately by stating 
the number of levels or the minimum difference between levels. 

In practical terms, it makes sense to regard discreteness and continu- 
ity not as a dichotomy but rather as the ends of a quantitative 
dimension that might be called the ‘grain size’ dimension. The grain 
size of a variable is its minimum unit of change. A variable is more 
continuous to the extent that it has a small grain size and more discrete 
to the extent that it has a large one. 

Both extremes of discreteness and continuity can be specified in 
terms of grain size. At the continuous extreme is a minimum unit of 
zero, so that no smaller grain size is possible. At the discrete extreme is 
a minimum unit that covers the entire range of variation, so that no 
value lies between two other values. For ordered variables, extreme 
discreteness means that the variable is binary; the minimum unit is the 
same as the range of variation. Unordered categorical variables also lie 
at the extreme of discreteness, because their range of variation cannot 
be subdivided into smaller minimum units in any meaningful way. 

With discrete and continuous variables defined as the extremes of 
the grain-size dimension, intermediate variables are those for which 
grain size is neither very small nor very large relative to the range of 
interest. 

In most cases it will be necessary to consider the grain size of a 
variable relative to the absolute size and range of values under consid- 
eration. For example, if the minimum unit of perceived brightness did 
correspond to the activation of an individual photoreceptor, then the 
grain size of brightness judgments would be very small relative to 
everyday ranges of illumination, but it might be considered relatively 
large (i.e., large enough to merit the label ‘discrete’) in certain psycho- 
physical experiments with very low illuminations. 

A further complication is that the grain size of a variable may not be 
constant across its range. Internal representations of brightness, for 
example, might vary in step sizes proportional to the absolute level of 
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brightness, corresponding to Weber’s law (Thurstone 1959). Threshold- 
ing is an even more extreme example; the representation of a 
thresholded variable could be fully discrete below the threshold and 
fully continuous above it. 

In summary, it makes sense to apply the terms ‘discrete’ and 
‘continuous’ to variables with very large or small grain sizes. Therefore, 
in this article we will use these terms as a short-hand for ‘relatively 
discrete’ and ‘relatively continuous’. It is necessary to remember that 
this terminology conceals important complexities, however. For exam- 
ple, besides the intermediate possibilities, we have seen that the same 
variable may be continuous when considered over a large range of its 
values, but discrete when considered over a small range. 

1.2. Three different senses of ‘discrete’ and ‘continuous’ 

The terms ‘discrete’ and ‘continuous’ can be used in at least three 
different senses in describing the stages involved in information- 
processing models. It is important to distinguish these senses, because 
stages can be discrete in some and continuous in others. Furthermore, 
as argued in Parts 2 and 3, data may suggest discreteness or continuity 
in one sense without implying anything about the other senses, and 
failure to distinguish among the different senses can lead to misinter- 
pretation of experimental results. 

In the spirit of Bower’s (1975) description, we will characterize 
information-processing models as composed of representations and 
stages (cf. J.R. Anderson 1980; Broadbent 1958; Neisser 1967; Sanders 
1977, 1980; Simon 1969; Sternberg 1969a, b; Taylor 1976; Underwood 
1978). In the class of models under discussion, representations are 
passive codes that hold information, and stages are active operators 
that use and modify representations to accomplish a more or less 
specific transformation. 

A given information-processing model is typically composed of 
several distinct stages. These stages accomplish different transforma- 
tions and may be influenced by different experimental factors. Each 
stage receives an input representation, performs some transformation 
on that representation, and produces an output representation. Al- 
though stages may use internal codes for holding information as they 
carry out their transformations, we will regard such local codes as 
characteristics of the transformations rather than as yet another type of 
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information representation. This simplification does not obscure any 
important features of models, because the forms of the internal codes 
are determined by the rules governing the transformation (i.e., once one 
has specified the transformation, no additional information about the 
model is conveyed by describing these local codes). For example, if a 
mental rotation stage continuously transforms its input representation 
to upright, then the stage must have an internal code that is continu- 
ously varying. Likewise, if the stage were to transform its input 
representation discretely, then it adds nothing to say that within the 
stage orientation was represented discretely. 

Within a model, stages are often ordered so that the output represen- 
tation produced by one stage serves as the input representation to 
another stage, and representations can be described as being trans- 
mitted from one stage to the next. Simple examples of such models 
arise in the context of traditional choice reaction tasks (e.g., Sanders 
1977, 1980; Smith 1968). For example, it may be assumed that an 
initial stage recognizes the stimulus. An output representation of 
stimulus identity is then transmitted to a decision stage, which selects 
the appropriate response. A representation of the response is then 
transmitted to the motor system, which activates the effecters needed 
to make that response. These stages must operate in order, because the 
decision is contingent upon the stimulus, and the response is contingent 
upon the decision. 

The above characterization of information-processing models in 
terms of representations and stages is fairly standard, though unfor- 
tunately not very rigorous. Formal definitions of mental representa- 
tions and stages might be very valuable in this context, but they are not 
yet available. Thus, in discussing current information-processing mod- 
els, we will have to accept each model on its own terms. The represen- 
tations and stages defined by each model will be regarded as primitives. 

If stages take input representations and transform them to output 
representations, they can be described by the terms discrete and 
continuous in at least three different senses: 

(1) Representation: What set of potential inputs is available to a stage, 
and what set of potential outputs it can select from. 

(2) Transformation: How a particular output is determined. 
(3) Transmission: How input is made available to a stage, and how its 

output is made available to the next stage. 
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These are not the only senses in which models have been said to be 
discrete or continuous, 2 but they are the ones most directly relevant to 
current models and most directly addressed by available data. 

After elaborating these three senses in which information processing 
can be discrete or continuous, we will consider the constraints among 
them. It will be shown that a given stage can be discrete in some senses 
and continuous in others. Thus, the space of possible discrete and 
continuous models is complex and multidimensional. A later section 
will consider the additional opportunities for complexity that arise in 
multistage models. In particular, one stage within such a model can be 
discrete in a particular sense even though another stage in the model is 
continuous in that same sense. 

1.2.1. Discrete versus continuous information representation 
A stage can be said to be discrete or continuous depending on the 

information it receives as input or produces as output. Input or output 
representation is discrete if the available inputs or outputs include only 
highly distinct information codes. For example, some models assume 
that the speech recognition stage outputs a binary representation of 
voice onset time (e.g., Eimas and Corbit 1973). Representation is 
continuous (very small grain size) if the stage receives inputs or chooses 
outputs not from distinct codes but rather from codes that can be 
arbitrarily similar to one another. For example, psychophysical models 
of sensory discrimination assume that the output of the perceptual 
stage is a continuously varying representation of the sensory dimen- 
sion, with the output representations of different inputs being arbi- 
trarily similar to one another (e.g., Green and Swets 1966). Representa- 
tion could also be intermediate between the discrete and continuous 
extremes (medium grain size). For example, a model of length dis- 
crimination could assume that length was coded as an integral multiple 
of a minimum unit (cf. Hartley 1981). If the minimum unit were of 
medium size relative to the range of variation, representation would be 
neither completely discrete nor completely continuous. Similarly, in 

2 For example, Duncan-Johnson and Donchin (1982) used the terms discrete and continuous in 

distinguishing between models in which the processing system is always active (continuous) and 
models in which processing starts with the stimulus and ends with the response (discrete). Others 

(e.g., Eriksen and St. James 1986; Jonides 1983) have used the terms to distinguish between 
models in which the boundaries of visual attention are sharp (discrete) or fuzzy (continuous). 
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any representation based on features (e.g., Tversky 1977), the grain size 
of representation is determined by the resolution of the feature set. 3 

Townsend and Ashby (1982) have provided good examples of vari- 
ous grain sizes of output representation in their comparison of three 
different models of letter recognition (cf. Smith and Spoehr 1974; Van 
Santen and Bamber 1981). First, the ‘all-or-none’ model uses discrete 
representations. It assumes identification output is either the correct 
letter name or a state of complete uncertainty, so output is one of 
several completely distinct codes. Second, the ‘similarity-choice’ model 
uses continuous representations. It assumes identification output is a 
set of activations indicating the perceptual support for each possible 
letter. Different representations can be arbitrarily similar to one another, 
because activations of the letter codes can vary in arbitrarily small 
units. Third, the ‘overlap’ model uses representations intermediate 
between the discrete and continuous extremes (though nearer the 
discrete end). It assumes identification output is either the correct letter 
name or a two-letter confusion set. This representation is not at the 
discrete extreme, because there are intermediate representations (e.g., 
the code for the BD confusion set is between the code for B and the 
code for D). It is not continuous either, since codes cannot be arbi- 
trarily similar to one another (e.g., there is no code between the code 
for B and the code for the BD confusion set). 

The grain size of representation can vary not only between letter 
identification models, but also between different parameterizations of a 
single model. Consider feature-based models of letter identification 
(e.g., Rumelhart 1970), in which the output of a letter recognition stage 
indicates the presence or absence of each visual feature. Grain size is 
determined by the complexity of the feature detectors, so feature 
representation can be relatively discrete, relatively continuous, or some- 
where between. With extremely complex feature detectors, for example, 
each stimulus might activate one unique feature; representation would 

3 The issue of the grain size of representation is quite different from the issue of whether 

representation is analog or propositional (Pylyshyn 1979, 1981). The distinction between analog 

and propositional representation concerns the form of the information representation, whereas 

grain size refers to its content. Representations are regarded as analog to the extent that the 

representation space is isomorphic to the stimulus space (often Euclidean), and propositional to 

the extent that the representation space is different from the stimulus space (usually a feature 

space). Grain size is an index of similarity of alternative codes, however, and alternative codes can 
be continuous (i.e., arbitrarily similar to one another) or discrete (i.e., highly dissimilar) regardless 

of the relation between the representation space and the stimulus space. 
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be discrete because the output features would be distinct. With ex- 
tremely simple feature detectors, different stimuli might activate differ- 
ent but overlapping sets of features; representation would be continu- 
ous because the sets of activated features could be arbitrarily similar to 
one another. 

It should also be noted that information representations can be 
continuous in varying numbers of dimensions (cf. Van Santen and 
Bamber 1981), though a full consideration of these possibilities is 
beyond the scope of this paper. For example, a perceptual representa- 
tion might contain the identity of the best guess as to the stimulus letter 
and a continuously varying degree of certainty as to the accuracy of the 
guess. This representation would be continuous along only one dimen- 
sion: the certainty of the single best guess. Alternatively, a representa- 
tion might contain continuously varying activations representing the 
amount of evidence for each possible letter, in which case the represen- 
tation would be continuous along 26 dimensions at once. Distributed 
representations (e.g., McClelland and Rumelhart 1985) are even more 
extreme. They contain continuously varying activations for each unit in 
a multidimensional space, so the representation is continuous along 
potentially thousands of dimensions at once. 

1.2.2. Transformations 
A stage can also be described as discrete or continuous in another 

sense depending on whether it carries out its transformation abruptly 
or gradually. At the discrete extreme, a stage could perform its trans- 
formation using a single ‘black box’ operation that is considered 
elementary and indivisible. For example, holistic ‘same’-‘different’ 
models assume that comparison of two shapes is an indivisible stage 
that results in an index of their overall similarity (e.g., Lockhead 1972). 
The transformation performed by such a comparison stage is discrete 
in the sense that it is not divided into a series of steps or operations, 
and the model does not distinguish among different states in which the 
transformation has been started but not yet finished. 

At the continuous extreme, a stage could perform its transformation 
in many steps, using either many different elementary operations or the 
same operation many times. Such a stage is continuous in the sense 
that it goes through many states between starting and finishing the 
transformation, with small differences between successive states. For 
example, the stage that carries out the mental rotation of a shape has 
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been assumed to use a continuous transformation (e.g., Cooper and 
Shepard 1973). This stage would rotate a shape 40 degrees by perfor- 
ming a sequence of arbitrarily small rotations on it, and the shape goes 
through all (or very many of) the intermediate orientations between 0 
and 40 degrees. Thus, this stage performs its transformation gradually, 
going through many intermediate states between start and finish. 

Intermediate between the discrete and continuous extremes, a stage 
could perform its transformation using a few distinct operations rather 
than just one or very many. Such a stage would go through several, but 
not too many, states between starting and finishing its transformation. 
If mental rotation of a shape proceeded in jumps of 10 degrees, for 
example, a 40-degree rotation would be intermediate between discrete- 
ness and continuity. Similarly, a ‘same’-‘different’ comparison stage 
would be intermediate if it made holistic comparisons for a few distinct 
attributes of the shapes (e.g., Egeth 1966). 4 

Many models are flexible enough to allow discrete, continuous, or 
intermediate transformations, depending on certain parameters within 
the model. Consider the following hypothetical all-or-none letter identi- 
fication stage, which produces a single letter identity as its discrete 
output representation. The stage monitors a set of sensory feature 
detectors, each of which becomes active when its target feature is 
present in the stimulus. The stage has a separate tally for each possible 
letter, and when any given feature detector becomes active, the stage 
increments the tally for each letter consistent with that feature. When 
the tally for one letter reaches a criterion, the identification stage 
terminates and that letter is selected as the output. In this model the 
grain size of transformations depends entirely on the size of the 
criterion. If the criterion is very small (i.e., only one or two features are 
needed for identification of a letter), as it might be if the subject had a 
strong expectation for a particular letter, the transformation from 

4 A complication for this analysis is that it is possible for a modeler to stipulate that a certain 

stage has one or more subprocesses. For example, one might postulate a mental rotation stage 

with a subprocess doing rotation in lo-degree steps, or a comparison stage with subprocesses to 

perform comparisons on each distinct attribute. In such a situation, it seems reasonable to analyze 

the more global stage in terms of its own state transitions, independently of how its subprocesses 

perform their transformations. Thus, one could regard a comparison stage as having intermediate 
transformations if it used subprocesses to make comparisons on each of several attributes. The 

subprocesses would then each have their own status of performing continuous, discrete, or 
intermediate transformations, depending on how they operated. 
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sensory input to letter identity would be performed discretely. If the 
criterion is very large (i.e., many features are needed), the transforma- 
tion would proceed continuously. Finally, if the criterion were an 
intermediate number (say five), then the transformation would neither 
be completely discrete nor fully continuous, but somewhere in between. 
This example shows that transformations can be either discrete or 
continuous if units of information are accumulated until a criterion is 
reached, depending on the number of units needed to satisfy the 
criterion. Thus, many common stochastic models of decision making 
can have discrete or continuous transformations, including the random 
walk model (e.g., Link 1975) and the accumulator model (Vickers 
1970). 

I. 2.3. Information transmission 
A third sense in which models can be discrete or continuous con- 

cerns the temporal ordering of successive stages within the model. The 
label ‘discrete stage models’ is often applied to models in which two 
ordered stages must carry out their transformations in strict serial 
fashion, without any temporal overlap (e.g., McClelland 1979; Miller 
1982a). In discrete stage models, if the output of stage N is the input to 
stage N + 1, then stage N + 1 cannot begin until stage N finishes. 
Models are called continuous if two successive stages can be carried out 
with some temporal overlap (i.e., if stage N + 1 can start before stage N 
finishes). 

This sense of the distinction between discrete and continuous models 
is closely related to the interface between stages: that is, to the manner 
in which the output representation of one stage is transmitted to the 
next stage. In the simplest form of discrete transmission, stage N 
produces a single chunk of output after it has finished. Naturally, then, 
stage N + 1 cannot begin until stage N finishes. In the simplest form of 
continuous transmission, stage N gradually transmits whatever partial 
information it has acquired, without waiting to finish its transforma- 
tion. Stage N + 1 starts its transformation as soon as it received this 
partial information, so the two stages carry out some of their transfor- 
mations at the same time. 

Because of the obvious connection between the way a stage transmits 
its output and the possibility of overlap between successive stages, we 
will refer to this sense as discrete or continuous ‘information transmis- 
sion’ (cf., Miller 1982a, 1983). It should be kept it mind, however, that 
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our ultimate criterion is in terms of the temporal overlap of successive 
stages. Thus, discrete transmission includes a model in which stage N 
gradually sends out preliminary information but stage N + 1 waits to 
receive complete information before it begins. For our purposes, it does 
not matter whether partial information is held in an output buffer in 
stage N or an input buffer in N + 1, as long as there is no temporal 
overlap of the transformations. 

Because our criterion for discrete or continuous transmission con- 
cerns the overlap between two stages, it is not strictly correct to speak 
of a single stage as transmitting information discretely or continuously. 
Nevertheless, in some cases we will focus discussion on the characteris- 
tics of a single stage, and in those cases it is very convenient to have 
labels for the interfaces of that stage to its preceding and following 
stages. Thus, we will use the term ‘input transmission’ to refer to the 
interface between a stage and the one that precedes it. This transmis- 
sion will be regarded as discrete if the two stages do not overlap, and 
continuous if they do. Similarly, we will use ‘output transmission’ to 
refer to the interface between a stage and the one that follows it. 

To explicate the intermediate models, it is helpful to state the 
distinction in terms of the grain size of information transmission. In 
completely discrete models the grain is the entire output of a stage, 
because no partial information can be transmitted. In completely 
continuous models the grain is arbitrarily small, because any partial 
information is transmitted as soon as it becomes available. In inter- 
mediate models the grain is smaller than the entire output of a stage, 
but not arbitrarily small. Intermediate models assume that a stage 
transmits output in several distinct chunks, not continuously (as output 
becomes available) or discretely (at the end of processing). 

Different grain sizes of information transmission can be illustrated 
with contrasting models for a letter identification task with spoken 
responses. Assume, for the sake of discussion, that letters are repre- 
sented internally in a semantic space of logogens (Morton 1969), and 
that the representation is continuous because the logogens vary con- 
tinuously in strength. Assume also that the letter identification stage 
performs a continuous transformation of the sensory input, gradually 
identifying more and more of the stimulus features, The letter identifi- 
cation stage can be assumed to stop when it has enough features to 
identify the stimulus with a predetermined degree of certainty or when 
no further sensory information is present. 



204 J. Miller / Discrete and continuous information-processing models 

At the extreme of discrete transmission, the identification stage 
would not alter logogen strengths until it was completely finished 
identifying the stimulus letter. The identification stage might use an 
internal buffer to keep track of what features had been detected, and 
then update logogen strengths after it was done accumulating features. 
(This would be efficient if it were relatively costly to update logogen 
strengths.) Alternatively, the identification stage could update logogen 
strengths as it proceeded, as long as the following vocalization stage did 
not access the logogens until it received a ‘DONE’ signal from the 
identification stage or until the logogen strengths had stabilized. 

At the extreme of continuous transmission, the identification stage 
would update logogen strengths as each new feature became available, 
perhaps incrementing the strength of each logogen consistent with the 
feature and decrementing the strength of each logogen inconsistent 
with it. In this case, letter identification transmits a series of outputs, 
each conveying a small additional piece of information. The subsequent 
vocalization stage would monitor logogens’ strengths as they were 
adjusted, and would do some kind of preliminary work (e.g., response 
preparation) based on the pattern of logogen activations at each 
moment before identification had finished. 

A model with transmission intermediate between the discrete and 
continuous extremes might update logogens at a few distinct times 
during processing, rather than continuously throughout processing or 
discretely at its end. For example, features might be accumulated until 
there were enough to rule out one stimulus letter, and logogen strengths 
might be updated then. In this model, the grain size of transmission is 
the number of features needed to rule out one letter. Each information 
grain would be transmitted as soon as it became available, so transmis- 
sion would not be discrete with respect to the stimulus as a whole. On 
the other hand, no partial information about a grain could be trans- 
mitted before the whole grain was available, so transmission would not 
be fully continuous either. The vocalization stage would respond to the 
input of each new grain of information by making some appropriate 
preparatory motor adjustments, so it would go through several inter- 
mediate states while waiting for identification to finish. 

The Asynchronous Discrete Coding (ADC) model suggested by 
Miller (1982a, 1983) postulates a very large grain size of information 
transmission, though the model is not quite at the discrete extreme. 
According to this model, perceptual information is made available to 
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later stages only when a distinct perceptual code is fully activated. That 
is, a code is transmitted only when perceptual stages have finished 
constructing that code. If a stimulus is coded in terms of several 
distinct attributes (e.g., letter name and size) - either because several 
attributes are relevant to the response or because an irrelevant attribute 
is coded automatically (Stroop 1935) - then a code for one attribute 
can be transmitted to later stages even though perceptual stages are still 
trying to resolve the other attributes. This model is fully discrete with 
single-attribute stimuli, but it postulates a grain size less than the full 
stimulus for multiattribute stimuli. 

The grain size of transmission is an especially important sense of the 
distinction between discrete and continuous models because of its 
implications for methodology in studies using reaction time (RT). 
Certain powerful methods for making inferences about particular men- 
tal stages from total RT (e.g., the AFM, Stemberg 1969a, b) rely on the 
assumption that total RT is the sum of the times needed for different 
stages (e.g., Taylor 1976), an assumption consistent with discrete but 
not continuous or intermediate transmission (McClelland 1979). If 
transmission were shown to be continuous, then these powerful experi- 
mental methods would have to be replaced with alternative methods 
that are both more difficult to use and less informative (e.g., McClel- 
land 1979; Wickelgren 1977). Furthermore, a large body of literature is 
based on discrete methods, and many of the conclusions of this 
literature would essentially be invalidated if transmission were shown 
to be continuous. 

The distinction between discrete and continuous transmission is 
closely related to the parallel/serial distinction (cf. Townsend 1971). 
Parallel mechanisms operate at the same time, while serial mechanisms 
operate one after another. Thus, models with continuous transmission 
could be said to allow ordered stages to operate in parallel, while 
models with discrete transmission require ordered stages to operate 
serially. 

It is important to clarify the relationship between the parallel/serial 
and discrete/ continuous transmission distinctions, because Townsend 
(1971) has shown that parallel and serial models can mimic each other 
with respect to mean RT in certain types of experiments. The parallel/ 
serial distinction is different from the discrete/ continuous distinction 
in that the former is generally applied to independent processes within 
a stage, whereas the latter is applied to different stages that are 
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logically contingent. Townsend’s (1971) proof applies only to indepen- 
dent processes, so it does not imply that discrete and continuous 
transmission cannot be separated experimentally. 

1.2.4. Relationships among representation, transformation, and transmis- 
sion 5 

The different senses of discreteness and continuity distinguished here 
are almost completely independent, because there are very few con- 
straints among them. Certainly, some models have stages that are 
continuous in all three senses (e.g., Eriksen and Schultz 1979; McClel- 
land 1979), and it is easy to imagine models with stages that are 
discrete in all three. 6 There are, however, more than just these two 
categories of stages, because it is possible to construct stages that are 
discrete in some senses and continuous in others. 

Because stages have both input and output, one could in principle 
distinguish five different grain sizes needed to specify a stage uniquely 
in the present terms: (1) the representation it receives as input from the 
previous stage, (2) the transmission by which the input representation is 
made available to it from the previous stage, (3) the way it carries out 
its transformation, (4) the output representation it produces, and (5) 
the transmission by which it makes its output representation available 
to the next stage. In this analysis, however, we will consider specifically 
the constraints among the grain sizes of the transformation, output 
transmission, and output representation. The constraints (or lack 
thereof) on input and output seem symmetric, as will be noted at the 
appropriate points below, so it is largely redundant to consider input 
and output representations or transmissions separately. Furthermore, 
input and output representation are clearly independent, as are input 
and output transmission. Table 1 summarizes the discussion below by 

s This section considers in detail the various kinds of stages which can be constructed by 
combining representations, transformations, and transmissions with different degrees of discrete- 

ness or continuity. Readers primarily interested in the implications of available data for discrete 
and continuous models may want to skip to section 1.3. 

6 To our knowledge, no one has actually proposed a model in which stages are discrete with 

respect to all three characteristics, though Meyer et al. (1985) have considered predictions of such 

models. The model underlying the AFM (Stemberg 1969a, b) is normally regarded as discrete in 
the extreme, but it actually only assumes that stages produce discrete transmissions (see section 

1.4). 
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Table 1 

Different combinations of discrete and continuous senses in a given process. 

Tw Input or output 

representation 

Transformation Input or output 

transmission 

Process 

DossibIe? 

Discrete 

Continuous 

Discrete 

Continuous 

Discrete 

Continuous 

Discrete 

Continuous 

Discrete 

Discrete 

Continuous 

Continuous 

Discrete 

Discrete 

Continuous 

Continuous 

Discrete 

Discrete 
Discrete 

Discrete 

Continuous 

Continuous 

Continuous 

Continuous 

Yes 
Yes 
Yes 
Yes 
No 

No 
Yes 
Yes 

showing which combinations of the various senses of discreteness and 
continuity are possible. 

1.2.4.1. Transformation and representation. The nature of an output 
representation is not constrained by the number of steps involved in 
producing it, so the grain size of output representation is independent 
of the grain size of transformation. To illustrate, we present examples 
of the four possible combinations, using mechanisms already discussed. 

(1) 

(2) 

(3) 

(4) 

Continuous transformation and output representation: A letter 
identification stage could tally arbitrarily small features, ultimately 
outputting the amount of perceptual support for each alternative 
letter. 
Discrete transformation, continuous output representation: A 
holistic shape comparison stage might result in a continuous repre- 
sentation of similarity between two shapes, even though it per- 
formed a discrete, black-box transformation. 
Continuous transformation, discrete output representation: A ran- 
dom walk stage might choose one of two possible outputs in a 
binary decision, even though it required many small steps to reach 
the decision criterion. 
Discrete transformation and output representation: A random walk 
stage might choose one of two possible outputs in a binary deci- 
sion, but it might require only one or two pieces of information to 
reach its decision criterion. 
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The independence of transformation and input representation is 
analogous. Regardless of whether the input is graded or categorical, the 
transformation could proceed in many small steps or a single indivisi- 
ble one. 

1.2.4.2. Representation and transmission. Three of the four possible 
combinations are quite straightforward. It is easy for a stage to dis- 
cretely transmit either a discrete or a continuous representation. All 
that is required is for the stage to hold its output, of either form, until it 
is done, possibly using some sort of output buffer to accumulate small 
features for certain types of continuous representations. Alternatively, 
the stage could continuously update an output representation accessi- 
ble to the next stage, but the latter stage could wait for a ‘DONE’ 
signal before it started. It is equally easy for a stage to continuously 
transmit a continuous representation. Continuous transmission requires 
preliminary output, and the continuity of the representation would 
provide for a rich vocabulary of graded output representations to be 
passed from one stage to the next; for example, many small features 
could be transmitted individually as they were identified. The fourth 
combination is not so clear: Is it possible to have continuous transmis- 
sion of a discrete output representation? At first, it appears not, 
because discrete representations do not seem to provide a way to 
represent the partial information inherent in continuous transmission. 
However, our definition of continuous transmission is that preliminary 
information is transmitted, allowing the later stage to begin before the 
earlier one is finished. This does not require that the information 
necessarily be transmitted in small units. Thus, one could construct, 
with some difficulty, a model in which there was continuous transmis- 
sion of a discrete representation. Suppose, for example, that a stage was 
assumed to transmit its current best guess (from among the discrete 
representations available for its output) at many points in time before 
it was finished. As long as it did not assign a graded certainty level to 
each best guess, this would be a discrete output representation. A 
subsequent stage could potentially begin working given this current 
best guess, but would have to remain sensitive to its input buffer in 
case the best guess changed before the subsequent stage was finished. 
Thus, preliminary transmissions could discretely represent the partial 
information extracted by a stage. There may be no current models of 
this somewhat baroque nature, but the point is that one could be 
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devised. Again, the arguments are analogous concerning input trans- 
mission and representation. This is easy to see, because the outputs 
from one stage are the inputs to another, so if all combinations of 
outputs exist, then all combinations of inputs must also. 

1.2.4.3. Transformation and transmission. Though each is independent 
of representations, these two senses are not completely independent of 
each other. Specifically, output transmission cannot be continuous if a 
transformation is discrete. If a transformation operates as a single 
indivisible step, it does not produce any preliminary information to be 
transmitted early. We might consider a model in which a stage trans- 
mits random outputs before its discrete transformation is completed. 
Technically, however, this model does not satisfy our definition of 
continuous transmission, which required preliminary information to be 
passed from one stage to the next. Of course the other three combina- 
tions are all possible. Output transmission can be discrete regardless of 
the type of transformation, and continuous transmission is consistent 
with continuous transformation. Again, similar arguments apply to the 
relationship between transformation and input transmission. Input 
transmission cannot be continuous if the transformation is discrete, 
because a discrete transformation cannot do part of its work while 
waiting for full information to become available. The other three 
combinations, however, are easily imagined. 

1.3. Additional flexibility in multistage models 

Having established that individual stages can be discrete or continu- 
ous in various senses, we must now emphasize the additional theoreti- 
cal possibilities that arise when a model has more than one stage. 
Different stages within the same model need not all be equally discrete 
or continuous, even with respect to one particular sense of the distinc- 
tion. For example, some stages within a model might perform continu- 
ous transformations and some might perform discrete ones. Likewise, 
the transmission of information from stage A to stage B could be 
continuous whereas the transmission from B to C was discrete. The 
complexities are even more striking with respect to representations. Not 
only could the representation of some information be continuous and 
that of other information be discrete, but it is possible that some stages 
within a model would use a given representation continuously, while 
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other stages used the same representation discretely (e.g., by applying 
thresholds to it). 

It is beyond the scope of this analysis to determine exactly what 
constraints exist between the different senses of discreteness and con- 
tinuity of successive stages. One such constraint follows directly from 
the previous discussion of transformation and transmission: if stage N 
transmits information continuously, then stage N + 1 must perform a 
continuous transformation. A second constraint is probably that if the 
output representation of stage N is discrete, then the input representa- 
tion to N + 1 must also be discrete (though the converse is not true 
because of the possibility of thresholding, as noted above). 

Even if there are a few such constraints, however, it seems clear that 
an enormous number of possibilities will remain after all of the 
constraints have been taken into account. Thus, with multistage mod- 
els, the distinction between discrete and continuous models becomes 
even more complex and multidimensional because of the possibility of 
using different types of stages within a single model. 

1.4. Senses of discreteness required by the Additive Factor Method 

Two main assumptions underly the AFM (Pachella 1974), and it is 
worthwhile to consider briefly how the three different senses of dis- 
creteness and continuity distinguished here relate to these assumptions. 
One assumption is that of strictly serial processing. According to this 
assumption, total RT is the sum of the times needed for the different 
stages involved in a task. The other assumption is that of invariant 
stage output, according to which the character of a stage’s output does 
not vary with the stage’s duration. 

Clearly, models with continuous transmissions violate the assump- 
tion of strictly serial processing, and models with discrete transmission 
satisfy it. The former models allow temporal overlap among successive 
stages, so total RT is less than the sum of the times needed for the 
individual stages. Models with discrete transmissions require earlier 
stages to finish before later stages can begin, as required by the 
assumption of seriality. 

Consider, however, a hybrid case in which some stages transmit 
continuously and others transmit discretely. One could then define 
‘superstages’ as groups of stages whose overall input and output were 
transmitted discretely. For example, in a model with discrete transmis- 
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sion from stage 3 to stage 4, and continuous transmission between all 
other pairs of stages, there would be two superstages corresponding to 
stages 1-3 and stages 4-end. In such hybrid cases total RT would be 
the sum of the times for the different superstages, and one could use 
the AFM to study the operations of the superstages. Obviously, then, 
evidence for continuous transmission between two specific stages would 
not completely invalidate the AFM. In fact, as long as there is at least 
one point of discrete transmission anywhere in the overall processing 
system, the AFM would have some utility. 

The distinction between discrete and continuous transformations is 
not critical for the assumptions of the AFM. The grain size of the 
transformations describes a property of processing within a stage, and 
the AFM requires no assumptions about how abruptly a stage trans- 
forms its input to its output. Thus, the AFM is equally applicable with 
either discrete or continuous transformations. 

The distinction between discrete and continuous representations may 
appear to be related to the assumption of invariant output, but it is not. 
The assumption is needed by the AFM in order to eliminate the 
possibility that a factor has an indirect effect on the duration of stage 
N + 1 by changing the character of the output of stage N (Stemberg 
1969a). Thus, whether a stage produces a discrete or continuous output 
representation, it is compatible with the AFM as long as the nature of 
the variation in outputs does not influence the duration of the subse- 
quent stage. In a brightness judgment task, for example, the encoding 
stage might produce a continuous output code varying along the single 
dimension of perceived brightness. As long as the duration of the 
subsequent stage did not depend on the amount of perceived bright- 
ness, the invariance assumption would be satisfied. This could be true 
even if the accuracy of the brightness code depended on the duration of 
the encoding stage. The subsequent stage would only receive the coded 
brightness value, and it need not be affected by whether that value was 
very accurate or was only approximate (indeed, how would it ‘know’ 
which values were which’?). Thus, the AFM could be applicable with 
either discrete or continuous representations. 

1.5. Summary 

To summarize Part 1, it is an enormous oversimplification to cate- 
gorize models of human information processing into the two classes of 
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discrete and continuous. It is not only impossible to divide the models 
in a binary fashion, it is even impossible to arrange models on a 
unidimensional scale from discreteness to continuity. First, discreteness 
and continuity are a matter of degree. The two terms define the ends of 
the grain size dimension, and there are intermediate possibilities be- 
tween these extremes. Second, there are at least three different senses in 
which stages can be discrete or continuous, and stages can be relatively 
discrete in some senses and relatively continuous in others. These 
senses include information representation, transformation, and trans- 
mission. Third, multistage models allow the combinations of different 
types of stages in a great variety of ways. A full model may include 
some stages that are relatively discrete and other stages that are 
relatively continuous, even in one particular sense of that distinction. 
Finally, the AFM depends only on the assumption that information 
transmission is discrete, and then only between the particular stages or 
groups of stages influenced by the factors under study. 

Part 2: 
Critique of evidence thought to support continuous models 

This section presents an analysis of four broad categories of evidence 
previously cited in support of continuous models. For each type of 
evidence offered, we will consider whether it really supports continuous 
models, and, if so, in what sense. We will place the most emphasis on 
the implications of experimental results regarded as incompatible with 
the assumption underlying discrete stage models - that information 
transmission is discrete - because that is where the distinctions made in 
Part 1 shed the most new light. As mentioned above, this assumption is 
important not only because many models are based on it, but also 
because of its methodological implications (Sternberg 1969a, b). Re- 
gretfully, this means that much interesting research relevant to other 
senses of discreteness and continuity must be omitted. Particularly 
noteworthy are the studies of Foster (e.g., Ferraro and Foster 1986; 
Foster 1979, 1982, 1983) and Massaro (e.g., Massaro and Cohen 1983) 
relevant to the issue of discreteness or continuity of representations. 
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2.1. Neuroanatomy and neurophysiology 

Probably the most common and superficially compelling argument 
for continuous models stems from the anatomy of the brain. It is well 
known that the brain is made up of highly interconnected systems of 
neurons (e.g., Hubel 1979), and it is often said that there are no black 
boxes in the head. How, then, can anyone seriously entertain discrete 
models? 

It is possible to question the force of this argument on a number of 
grounds, even without adopting the dualist position that mental phe- 
nomena are not tied directly to neural tissue. Taken to its logical 
extreme, a ‘homogeneous brain’ position would deny the entire infor- 
mation processing approach, not just discrete models. After all, if the 
brain were just one big network of interconnections, then there would 
be no distinct stages or representations to be explained in the first 
place. 

In any case, neurological and neuropsychological work has under- 
scored the modularity of neural systems (e.g., Coltheart 1985). For 
example, anatomical evidence indicates that the brain is far from 
homogeneous. At the level of gross neuroanatomy, the cortex is com- 
posed of two distinct hemispheres, each divided into four lobes, which 
in turn have various fissures, gyri, and sulci (e.g., Hassett 1978; Kolb 
and Whishaw 1985). At a finer scale, projection maps show great 
variation in the density of neural connections within and between 
different areas (Kolb and Whishaw 1985). 

More importantly, there is evidence that in many cases distinct 
anatomical areas carry out distinct stages of mental processing (e.g., 
Hassett 1978; Kinsbourne 1982). This specialization is most obvious in 
the case of perceptual and motor functions. Specific regions of neural 
tissue have been associated with different sensory modalities (e.g., 
Hubel 1963; Kolb and Whishaw 1985), and the areas controlling 
different effecters have in some cases been mapped with precision on 
the order of millimeters (e.g., Penfield and Rasmussen 1950). 

Complex cognitive functions also show clear localization. Patients 
with various types of injuries show highly specific deficits in facial 
recognition (Benton 1980; Damasio 1985), memory (e.g., Cohen and 
Squire 1980; Graf and Schacter 1985), verbal number production 
(McClosky et al. 1986), visual attention (e.g., Posner et al. 1984) and 
specific language skills (e.g., Coltheart 1985). This suggests the ex- 
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istence of specific brain subsystems - though they need not necessarily 
be narrowly localized physically - responsible for these specific cogni- 
tive functions. 

The notion of modular neural systems is completely consistent with 
discreteness of transmission. It is easy to imagine a system in which 
individual modules transmit their results only after they have settled 
into a state of equilibrium - i.e., after they have finished. Of course, it 
is also possible that transmission begins before equilibrium is reached. 
But if nature wanted all the modules to be continuously interfaced to 
each other, why would it bother to build modules in the first place? 

A more elaborate argument for continuous transmission could be 
based on evidence that different neural modules are highly intercon- 
nected. The implicit basis of this argument is that high interconnectiv- 
ity allows transmission of partial information from one area to another, 
thereby violating the assumption of discrete transmission. 7 The sheer 
number of fibers connecting two areas is not direct evidence of partial 
output, however. Indeed, we might just as well argue that so many 
connections are needed precisely because a great deal of information 
must be transmitted all at once. Fewer ‘lines’ would be needed if the 
message could be transmitted gradually. 

The modular architecture of the brain does not seem relevant to the 
issues of representation and transformation. Instead, our notions of 
representation would be influenced by evidence about how information 
was passed from one neural module to another, and our notions of 
transformation would be influenced by evidence about the workings 
within a module. 

Information about the workings of individual neurons does seem 
potentially relevant to the discreteness or continuity of representation 
and transformation. In particular, one might argue for continuity in 
both senses based on evidence that single neurons seem to code 
information continuously (e.g., J.A. Anderson 1977) - perhaps by their 
firing rates (e.g., Terzuolo 1970) - rather than in the all-or-none 
fashion of digital logic. 

’ A more sophisticated version of the high connectivity argument would also include evidence of 
simultaneous activity in two interconnected systems. The simultaneous activity could be interpre- 
ted as evidence of temporal overlap, contrary to discrete transmission. The implications of 
temporal overlap also arise in the interpretation of other types of psychophysiological and 
behavioral data, so discussion of the overlap argument will be deferred until to section 2.4 
(especially 2.4.4). 
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That individual neurons vary continuously in firing rate is not very 
persuasive evidence of continuity in either sense, because the system 
could use thresholding extensively. Much continuous variation in indi- 
vidual neuron activity may be due to internal noise, and thresholding 
would be an easy way to filter out this noise. In fact, almost all 
neurally-based models include significant nonlinearity at the level of 
individual units (e.g., Grossberg 1978; Rumelhart and McClelland 
1982) and discreteness could just result from a high degree of nonlin- 
earity. Furthermore, there is evidence of such thresholding. The 
strengths of behavioral responses can be discrete even when the re- 
sponses are based on continuously varying activity in sensory neurons 
(e.g., Kettner et al. 1980). This evidence clearly suggests the possibility 
that neural activity is thresholded at some point in the system, and of 
course if thresholding occurs in one place it could occur in many 
places. 

In summary, there is no compelling evidence for the common notion 
that discrete models are inconsistent with known neurophysiology. If 
anything, evidence of modularity suggests that nature has done its best 
to build black boxes out of biological material. 

2.2. Evidence of graded effects 

We next consider in detail two types of experiments in which gradual 
changes in an experimental variable produce gradual changes in perfor- 
mance. Without distinguishing between different senses of continuity 
or different stages within a model, some researchers have argued for 
continuous models on the basis of such graded effects of experimental 
variables (e.g., Eriksen and Schultz 1979; Flowers and Wilcox 1982; 
Norman 1984; Norman and Bobrow 1975). On the surface, this type of 
argument has considerable appeal, because the existence of graded 
performance levels suggests an array of graded states within the infor- 
mation processing system. Furthermore, there are continuous models 
that quite naturally produce graded performance changes in response 
to graded conditions (e.g., Grice et al. 1974; McClelland 1979). 

The two experimental variables to be discussed are the processing 
time for a relevant stimulus and the salience of an irrelevant stimulus. 
In both cases, a careful analysis indicates that evidence of graded 
effects seems to require only that transformation be continuous - not 
representation or transmission - and that even transformation need 
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only be continuous within one stage, possibly perception or decision. 
Thus, overarching conclusions of continuity from graded effects are too 
strong, and they tend to obscure the true implications of the phenom- 
ena. 

2.2.1. Processing time for a relevant stimulus 
The percentage of correct responses (PC) gradually increases with 

the amount time available for processing the relevant stimulus, up to a 
maximum level of accuracy attainable in the assigned task. This effect 
has been observed in a variety of paradigms using either masking (see 
Breitmeyer (1984), or Kahneman (1968) for a review) or speed stress 
(see Pachella (1974) Wickelgren (1977), or Wood and Jennings (1976) 
for a review) to control the time available to perform the task. We will 
refer to the relationship between processing time and accuracy as the 
speed-accuracy tradeoff (SAT). ’ The fact that the increase in PC is 
gradual suggests continuous processing, because it seems to indicate 
that the amount of processing changes gradually as time is increased. 

The gradual SAT can, however, be explained by a model which is 
discrete in all of the senses distinguished above. As has been pointed 
out before (e.g., Dosher 1982; Ollman 1966; Wickelgren 1977) a 
gradual increase in PC can be explained as a gradually changing 
probability mixture (Everitt and Hand 1981) of two processing out- 
comes. The simplest example is the Fast Guess Model (Ollman 1966; 
Yellott 1967, 1971) in which every response is generated from one of 
two processing outcomes. One outcome is that the fully discrete system 
has finished completely, in which case it generates a response with 
maximal accuracy. The other outcome is that the fully discrete system 
has not finished completely, so its response must be a complete guess. 
In this model it need only be assumed that the time needed for the 
discrete system to finish varies randomly from trial to trial. Because of 
trial-to-trial variability, a gradual increase in the available time (i.e., 
greater mask delay or less speed stress) causes a gradual increase in the 
proportion of trials on which processing finishes. Thus, PC must 
increase gradually with processing time, even if there are only two 

R The term ‘speed-accuracy tradeoff is normally applied to the time-accuracy functions 

obtained in speed-stress but not masking paradigms. Nevertheless, the paradigms have compara- 

ble implications for discrete and continuous models, so it is convenient to refer to both with a 

single term for the purposes of the present analysis. This use is not intended to imply that the 

same mechanisms limit performance in the two paradigms. 



J. Miller / Discrete and continuous information-processing models 211 

distinct outcomes of discrete processing. 9 The Fast Guess Model may 
be rejectable on other grounds (e.g., Pachella 1974), but it is clearly 
capable of generating gradual SATs. 

Further studies of the SAT suggest two principles of information 
processing that cannot be explained with the two-state discrete model 
described above. The first is that there are some responses based on 
partial information, not just guesses and responses based on full 
information. The second is that information processing can be inter- 
rupted at unpredictable times without complete disruption of perfor- 
mance. We will argue, however, that these principles are only suggestive 
of continuous transformations, not continuous representations or trans- 
missions. 

2.2.1.1. Responses based on partial information. It seems clear that 
there are some responses based on partial information, not just guesses 
and responses based on complete analysis (cf. Massaro et al. 1979). 
This principle is demonstrated by studies showing that the type of 
errors, as well as the proportion, changes with increases in processing 
time (e.g., Grice et al. 1982; Pachella 1974; Stanovich 1979; Stanovich 
et al. 1977). For example, Stanovich et al. (1977) found that with very 
little processing time subjects simply guessed among stimulus letters, 
whereas with more time responses were strongly influenced by pairwise 
letter similarities. This finding is evidence that incorrect responses can 
still be based on partial information, because complete guesses could 
not be influenced by stimulus similarities. 

The existence of individual responses based on partial information 
rules out the simple two-state discrete model considered above, because 
that model does not allow any states with partial information. In what 
sense does this evidence require continuous processing, however? 

Clearly, information representation need not be continuous. A dis- 
crete code can be selected on the basis of partial processing just as 
easily as on the basis of full processing or guessing. The defining 
characteristic of discrete representation is that the output is one dis- 

9 Meyer and Irwin (1981) examined RT distributions in an attempt to evaluate this two-state RT 

model. They concluded that, at least in their task, a three-state model (i.e., some responses based 

on a fixed amount of partial information) was capable of explaining the dependence on processing 
time not only of overall PC but also of the probability distribution of RT. Ratcliff (1985) argued 

that continuous models would give the same results, however. In any case, other evidence 
discussed next seems to indicate that there are responses based on varying amounts of information 

about the stimulus, not just responses based on only two or three informational states. 
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tinct alternative, and it does not matter how much processing went into 
its selection. For example, the perceptual stage might simply provide a 
discrete representation of its best guess as to the stimulus, even if this 
best guess were based on different amounts of information in condi- 
tions with different amounts of processing time. 

Information transmission need not be continuous, either. No infor- 
mation need be transmitted until a stage is finished, whether it does a 
cursory analysis, thorough analysis, or something in between. Trans- 
mission can occur discretely at the point when the code is selected, 
regardless of how long the stage worked. For example, the perceptual 
stage need not output its best guess until it has used up all of its 
processing time. lo When time has elapsed, this stage could send a 
single discrete stimulus representation to later stages, which could then 
initiate the response. In such a model, response accuracy would grow 
gradually as a function of processing time. Furthermore, with inter- 
mediate amounts of processing time, responses would be based on 
partial information (i.e., whatever information the perceptual stage had 
had time to accrue). 

It seems clear that the existence of responses based on partial 
information demonstrates continuous transformations. At least one 
stage must perform its function in small steps, gradually accumulating 
whatever information constitutes its output. The number of steps taken 
by the stage must be adjustable (at least on average) in response to 
experimenter-imposed limitations on processing time. When its allotted 
processing time had expired on any one trial, such a stage could simply 
output its single best guess from among its alternative outputs, thereby 
using both a discrete output representation and a discrete transmission. 
For example, the perceptual stage could gradually extract information 
about the stimulus, stopping after varying amounts of time and trans- 
mitting a single discretely coded output based on varying amounts of 
information. The important point is that a set of such discrete outputs 
would vary continuously in accuracy, thereby producing the usual SAT 
functions. Furthermore, even a little processing would allow the set of 
outputs to reflect similarities among stimuli (or responses), in accor- 
dance with the findings of Stanovich et al. (1977). 

‘” In this example and the next we are assuming that the perceptual stage is curtailed when task 

time is limited, as it would be in many tasks. Some results of Sanders and Houtmans (1985) 

suggest that the perceptual stage may not be the one to be curtailed in tasks with pressure to 
respond quickly, however. In tasks where decision or response preparation time is curtailed, 

analogous arguments could be applied to these later stages. 
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Most stochastic models of decision making developed to account for 
the SAT are entirely compatible with the idea of stages continuous only 
in transformation, not representation or transmission. For example, the 
random walk model (Link 1975) posits a variable information criterion, 
set in advance of a trial, controlling how long a stage will work toward 
resolution of its discrete (in most cases binary) output. Though the 
point has not been emphasized by those developing these models, it is 
clear that a stage operating as a random walk need not transmit its 
output to later stages until it has finished (i.e., reached its boundary 
criterion) on any trial. 

Meyer et al. (1985) mentioned the random walk model as an exam- 
ple of a continuous model, and it is clear that we do not agree with that 
classification. Our view is that the random walk is a model of a stage or 
even a process, and that the output of the random walk could be a 
discrete representation, discretely transmitted. Furthermore, the trans- 
formation carried out by the random walk could also be relatively 
discrete, if the boundary criterion required taking only a few steps. 
Apparently, their use of the term ‘continuous’ refers mainly to the type 
of transformations carried out, and we shall argue in Part 3 that their 
experimental results also address this sense of discreteness versus 
continuity. 

2.2.1.2. Interruptability. The second principle is that information 
processing can be interrupted at unpredictable times, and performance 
will still improve gradually as more processing time is allowed. For 
example, Reed (1973, 1976) had subjects make recognition responses to 
visual stimuli. Subjects were to respond immediately after a response 
signal was given (in this case, stimulus offset), even if they had to guess 
to do so. The time available for processing (i.e., time from stimulus 
onset to its offset) was varied randomly from trial to trial over a range 
of several seconds, and the dependent measure was the probability of a 
correct response at each value of processing time. The response signal 
procedure differs from the more traditional deadline procedure (e.g., 
Pachella and Fisher 1969) in that the subjects in the response signal 
procedure do not know in advance of the trial how much processing 
time will be available on that trial. 

With a little practice, subjects perform fairly well in the response 
signal procedure, and the resulting SATs have the same general shape 
obtained when deadlines are used. Thus, it seems to make little 
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qualitative difference whether the system is set for partial processing in 
advance or simply interrupted part way through. Unfortunately, there 
have been few direct evaluations of the effect of foreknowledge of 
processing time, so it is impossible to know whether it makes any 
quantitative difference. Likewise, it is not clear whether this procedure 
elicits responses based on partial information (e.g., Stanovich, et al. 
1977) or just guesses and responses based on full information. 

The fact that processing is interruptable argues against models in 
which a processing criterion must be determined in advance of a trial, 
but it is not evidence against discreteness in either representation or 
transmission. Certainly, output could be a discrete code (e.g., best 
guess) whether a stage terminates expectedly or unexpectedly, and 
information could be transmitted in a single information grain once a 
stage has finished, regardless of what caused the termination. 

Therefore, interruptable processing merely reinforces the conclusion 
that there must be continuous transformations in at least one stage. 
Whereas the existence of responses containing partial information 
shows that some stage can terminate after intermediate amounts of 
processing, interruptability shows that it must actually go through the 
states of partial processing on each trial. A stage with discrete transfor- 
mations might terminate after partial processing, but only if the preci- 
sion of the transformation were set in advance. Partial information 
would not be available from a discrete transformation that was inter- 
rupted at unpredictable times, because the transformation would either 
be finished or it would not. 

In summary, SAT phenomena suggest at most that information 
transformation is continuous in at least one stage. Furthermore, it 
appears that the stage with continuous transformations can be inter- 
rupted, at which point it will use its current state to select a best guess 
for an output code. Nevertheless, the phenomena are compatible with 
discrete information representation and transmission, so they cannot be 
regarded as evidence in favor of fully continuous models. The output 
code of a continuously transforming stage may be one of a discrete set 
of alternatives, and this code may be transmitted discretely to the next 
stage at the termination of the continuous transformation. Since 
processing can be interrupted at continuously varying points, the 
amount of information used to select the output code will vary continu- 
ously. Thus, the accuracy of the output codes will vary continuously 
even though the codes themselves are discrete. 
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2.2.2. Salience of irrelevant stimuli 
Another graded effect cited in support of continuous models is the 

effect of unattended flankers in focused attention tasks. Eriksen and 
Schultz (1979), for example, had subjects make two-alternative forced- 
choice responses to target letters presented in the relevant middle 
position of a display. Irrelevant flanker letters presented on both sides 
of the relevant letter were to be ignored. As in earlier studies (e.g., 
Eriksen and Eriksen 1974), the results indicated that flankers produced 
a response compatibility effect. Specifically, responses were relatively 
fast when the flankers were target letters assigned to the same response 
as the relevant center target, and responses were relatively slow when 
the flankers were target letters assigned to the opposite response. 

In three experiments Eriksen and Schultz (1979) found that the 
response compatibility effect varied in a graded fashion as a function 
of several manipulations of the relative processing time of flankers and 
targets: the size and figure/ground contrast of the targets, holding 
flankers constant (experiment 1); the size of the flankers, holding 
targets constant (experiment 2); and the stimulus onset asynchrony 
(SOA) of the target and the flankers (experiment 3; see also Flowers 
and Wilcox 1982). In each case, they found that the response compati- 
bility effect gradually increased as processing of the target was delayed 
relative to processing of the flankers, whether delay was due to smaller 
size, lower contrast or later presentation. 

Eriksen and Schultz (1979) argued that the compatibility effect is 
difficult to reconcile with discrete models, particularly because gradual 
manipulations of processing time produce gradual variations in the size 
of the effect. They argued that their results support a ‘continuous flow 
model’, in which (1) information about stimuli accumulates gradually 
in the perceptual stage, activating form units corresponding to the 
different stimulus alternatives (continuous transformations), (2) the 
output from each form unit is a continuously varying activation level 
indicating the perceptual support for that form (continuous represen- 
tation), and (3) activation building up in form units is fed continuously 
through the decision stage to the response system, where responses are 
primed as perceptual evidence accumulates in support of them (con- 
tinuous transmission). 

The results of Eriksen and Schultz (1979) are quite consistent with 
their fully continuous model, as are some more recent findings ob- 
tained with psychophysiological measures. These findings indicate that 
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flankers influence the motor activations of the effecters used to execute 
each of the two possible responses. In particular, there is measurable 
motor activation of the incorrect response hand on trials with 
response-incompatible flankers, and this activation is correlated with 
the RT inhibition produced by the flankers (Coles and Gratton 1986; 
Coles et al. 1985; Eriksen et al. 1985; O’Hara et al. 1981). This is strong 
evidence that flankers cause activation of response effecters, and that 
activation of the incorrect effector is at least partly responsible for 
slowing correct responses. 

The graded effects of irrelevant flankers seem to be evidence of 
continuous processing in all senses, but they are actually not difficult to 
explain with models that are fully or at least primarily discrete. Because 
the effects on RT are averages across a number of trials within a 
condition, it is possible to explain their gradual change with a two-state 
model in which the flankers sometimes have a large effect and some- 
times have a much smaller effect or no effect at all, just as the gradual 
form of the SAT might be explained with a two-state model. Similarly, 
a two-state model could be invoked to explain effects on average values 
of the electrophysiological measures. 

One might challenge this two-state model, arguing that the psycho- 
physiological data demonstrate continuous variation in the activation 
of individual responses on a trial-by-trial basis. When looking at single 
trials, for example, one does see continuous variations in electromyo- 
gram activity on the incorrect response hand. Like the continuous 
trial-to-trial variability in RT, however, this does not rule out a model 
with two underlying informational states and a lot of superimposed 
random noise. Obviously, continuous noise does not rule out discrete 
information processing in any interesting sense. 

One might also argue against the two-state model based on the 
analysis of RT distributions provided by Eriksen et al. (1986). They 
found that responses to incompatible displays were slower than re- 
sponses to compatible ones by about the same amount throughout the 
entire distribution of RTs. According to any model in which the size of 
the compatibility effect varies from trial to trial, including a two-state 
mixture model, the compatibility effect should be larger at the high end 
of the RT distribution than at the low end. Thus, assuming adequate 
statistical power to reject the mixture distribution, the finding of 
Eriksen et al. (1986) suggests the surprising conclusion that the incom- 
patibility effect is the same size on all trials, at least under the 
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conditions of this experiment. Extrapolating to other conditions, one 
would then conclude that graded changes in compatibility effects result 
from continuous variation in the size of the flanker compatibility effect 
on a trial-by-trial basis, not from changes in mixture proportions. 

Though we doubt the conclusion that the compatibility effect is the 
same on all trials within a condition, and therefore question the 
statistical power of the analysis conducted by Eriksen et al. (1986), we 
will grant for the sake of argument that a two-state model can be 
rejected, and that it can be shown that the continuous variation in the 
salience of the irrelevant flankers (rather than noise) produces continu- 
ous variation in the activation of responses. Even in this case, we will 
argue, the graded flanker effects would only require models with 
continuous transformations, not models with continuous represen- 
tations or transmissions. 

Consider the following model, which is continuous only in the 
transformation carried out by the response activation stage. Stimulus 
letters are identified in parallel across the different display positions, 
both relevant and irrelevant, by mechanisms tied to individual letter 
positions. Each mechanism performs a discrete transformation leading 
to the selection of a discrete code for the name of the letter in its 
position, and no information about any letter is transmitted to the 
decision stage until identification of that letter is complete (discrete 
transmission). In the decision stage, each letter is evaluated with 
respect to its relevance (i.e., position) and its response assignment. 
Letters are evaluated one at a time, in the order of their arrival from 
letter identification mechanisms, with queueing if one letter arrives 
before the previous one has been completely processed. After each 
letter has been analyzed, the decision stage sends a discrete output to 
the motor system. This output indicates a response to be activated (left 
or right), and a degree of activation (large or small) depending on letter 
relevance. l1 The motor system activates the indicated response to the 

I1 It is certainly not optimal to send output derived from irrelevant letters, yet the response 

compatibility effect shows that something nonoptimal is taking place. Eriksen et al. (1985) 

suggested that the nonoptimality was itself evidence against discrete transmission, because a 

discrete system would not send the small activations produced by irrelevant flankers. However, 
there is no logical reason that a discrete system cannot transmit both large and small activations, 

even if such action is not optimal for performance in this particular task. In fact, there need only 
be two levels of activation - one for relevant letters and one for irrelevant - not continuously 

graded amounts of activation, so the basic result is consistent with discrete representations as well. 



224 J. Miller / Discrete and continuous information-processing models 

indicated degree, but does so with a gradual transformation, initiating 
the response when a threshold activation is reached. Furthermore, the 
buildup of motor activation is slow enough, relative to letter recogni- 
tion and decision times, that information about several different letters 
is received during activation - not just information about the target. 
When more than one transmission has been received from the decision 
stage, motor activation builds at a rate proportional to the sum of the 
activations. 

In this model both relevant and irrelevant stimulus letters are 
encoded discretely, and discretely transmitted from stage to stage. 
Because multiple stimulus codes are processed in parallel, the model can 
account for the basic compatibility effect quite easily. Flankers in- 
fluence the rate at which activation of the correct response builds up, 
thereby producing the compatibility effect, because they weakly activate 
motor responses at the end of their discrete journey through the 
information processing system. 

The model can also explain why the compatibility effect depends on 
the relative processing time of flankers and targets, as demonstrated by 
Eriksen and Schultz (1979). If the flankers are identified before the 
target, the flanker names will be transmitted to the decision stage first 
and have more time to influence response activation. i2 If flankers are 
recognized after the relevant letter, they will have less time to influence 
the buildup of response activation, and they may even be too late 
altogether. 

The above model, which accounts well for response compatibility 
phenomena, is discrete in most ways, but it does have two features that 
are not fully discrete. First, it is type of ADC model (Miller 1982a), in 
that stimulus displays are not treated as unitary wholes, but rather as 
amalgamations of separate letters. This feature of the model allows 
discrete transmissions of the different letters at different times, thus 
providing a convenient explanation of how the effects of flankers 
depend on their relative salience. As argued by Miller (1982a), ADC 
models are nearer the discrete than the continuous end of the possibili- 
ties for information transmission. Second, response activation was 
assumed to operate as a continuous transformation, slowly building the 
energy required to initiate a response. This feature of the model allows 

‘* There is probably a limit to this. If the flanker arrived too much earlier than the target name, 

the motor system might be reset by the time the target arrived. 
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response activations to be influenced by both center letters and flankers 
on a given trial, to varying extents depending on the relative recogni- 
tion times of the different letters. Therein lies the model’s capability to 
generate graded activations of the incorrect response from trial to trial. 

In summary, it appears that the graded effects of unattended flanker 
letters, like the basic SAT, do not rule out two-state models with 
changing probability mixtures of the two discrete processing outcomes. 
Even if such models were ruled out, the graded effects would at most 
be evidence for models in which at least one stage carries out its 
transformation relatively continuously. 

2.3. Effects of featural similarity 

Two papers have attempted to use effects of featural similarity to 
discriminate between discrete and continuous models, both using 
extensions of Eriksen’s focused attention paradigm. Both appear rele- 
vant to the information transmission sense of the debate. 

Within the focused attention paradigm, Yeh and Eriksen (1984) used 
the upper case letters A and E as the target letters for one response, 
and used upper case G and Q as targets for the other. These target 
letters appeared both in the relevant middle position of the display and 
in the irrelevant flanker positions. To test between discrete and con- 
tinuous models, lower case versions of these same letters (matched with 
the upper case letters in size) were also presented as flankers on some 
trials. The lower case flankers ‘a’ and ‘e’ have important visual features 
in common with the targets G and Q. According to continuous models 
this featural information would cause some partial priming of the 
response associated with the targets G and Q, because response prim- 
ing begins before flanker name recognition has finished. This priming 
should slow responses with the displays ‘aAa’, ‘eEe’, ‘aEa’, and ‘eAe’, 
and speed them with the displays ‘aGa’, ‘eGe’, ‘aQa’, and ‘eQe’. Some 
evidence of the predicted effects was obtained. 

In an analogous test, Miller (1982b) looked for effects of nontarget 
letters that were visually similar to target letters. Sometimes, for 
example, C and I were target letters assigned to one response, K and V 
were target letters assigned to the other response, and the featurally 
similar letters G, T, R, and U were used as flankers. With such stimuli 
many continuous models (e.g., Eriksen and Schultz 1979) predict that 
responses should be faster when flankers are visually similar to the 
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target letter assigned to the same response as the relevant middle letter 
(e.g., TCT) than when flankers are visually similar to a target letter 
assigned to the opposite response (e.g., RCR, UCU). The visually 
similar flanker would provide some partial activation in support of the 
target letter, and this partial activation would influence responses 
before the perceptual stage had successfully classified the flanker as a 
response-irrelevant letter. No significant effects in the direction predic- 
ted by continuous models were obtained when the visually similar 
letters appeared in irrelevant flanker positions. However, when the task 
was changed to visual search, so that all display positions were rele- 
vant, small but significant effects of similarity were obtained as predic- 
ted by continuous models. 

The similarity effects obtained by Yeh and Eriksen (1984) and Miller 
(1982b) suggest that features sometimes prime responses. Assuming 
that responses are selected on the basis of letter names rather than 
visual features, it would thus appear that featural information must be 
made available to response stages before perceptual recognition is 
complete. Thus, to the extent that similarity effects were obtained, both 
papers provide support for models with continuous information trans- 
mission. 

Any number of replies are available in defense of discrete transmis- 
sion, however. First, it is possible that subjects code the stimuli in 
terms of visual features rather than letter names, at least on some 
trials. i3 If so, visual feature analysis could finish completely before any 
response priming occurred, and yet latency could still be influenced by 
the number of features favoring each response. Second, the observed 
effects may reflect only the speed of perceptual processing. Perhaps the 
perceptual stage finishes sooner when all of the available featural 
information supports the same decision, perhaps by adjusting an inter- 
nal certainty criterion (cf. Miller and Bauer 1981). This model accounts 
for similarity effects entirely within the perceptual system, so it does 
not require continuous transmission of perceptual information to re- 
sponse stages. Third, it may be that flankers similar to targets were 
occasionally incorrectly recognized as targets. If so, then discrete but 

I3 Dr. Sanders pointed out that this possibility is especially likely when visually similar stimulus 

pairs are assigned to common responses. On the other hand, Miller and Bauer (1981) found 

evidence that the perceptual system does distinguish, at least on some trials, between visually 
similar stimuli assigned to the same response. 
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incorrect name codes could be responsible for the response priming, as 
discussed in section 2.2.2. Miller (1982b) argued against this explana- 
tion, but it is very difficult to exclude the possibility completely. 
Fourth, it is possible that the results were stimulus artifacts, since the 
pool of appropriate stimuli was rather small. 

2.4. Evidence of overlapping stages 

Many researchers have argued for continuous models on the basis of 
evidence suggesting that different stages operate at the same time (i.e., 
temporal overlap). Such evidence specifically supports continuous 
transmission, because a later stage needs partial output if it is to begin 
before the stage providing its input has finished. As emphasized earlier, 
arguments for continuous transmission are particularly important be- 
cause of their consequences for the interpretation of RT and the 
validity of the AFM. Thus, they bear careful analysis. 

Even if overlap can be demonstrated, two auxiliary criteria must also 
be considered before discrete transmission can be challenged seriously. 
First, one stage must be contingent upon the other one. That is, it must 
be clear on logical or empirical grounds that one stage is earlier in the 
processing sequence than the other, and that the output of the earlier 
stage is the sole input to the later stage. i4 If the later stage can begin 
without any input from the earlier one, then the fact that they overlap 
does not imply continuous transmission of partial information. 

In copy typing, for example, it seems clear that reading of new text 
takes place at the same time as typing of previously read text, so 
perception and responding must overlap (e.g., Shaffer 1971). This 
finding is evidence against models in which a single-channel, limited- 
capacity processor can only be allocated to one task at a time, because 
two distinct functions are being carried out at once. It is not evidence 
of continuous transmission, however, because the contingency criterion 
is not satisfied. That is, typing of old text is not contingent upon 
recognition of new text, nor vice versa. Discrete models can easily 
explain the overlap by appealing to the metaphor of an assembly line. 

l4 Note that if the later stage also gets input from some third stage, then it could start before the 
earlier stage had finished if a discrete output from the third stage had already been made 

available. To challenge discrete transmission, one must show not only that the later stage begins 
before the earlier one has finished, but also that what it begins doing is processing preliminary 

information provided by that earlier stage. 
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In an assembly line different discrete stages work on different stimuli 
at the same time, and no stage passes its output along to the next stage 
in line until it has completely finished processing a given input. is 

The second criterion concerns the range of processing over which 
overlap is demonstrated. The mere existence of overlapping processes is 
not sufficient to reject discrete transmission unless those processes 
seem to belong to different processing stages (Sanders 1980). Even 
then, evidence of overlap implies continuous transmission only from 
the earliest to the latest of the overlapping stages. The point here is 
simply that it is not valid to extrapolate beyond the range of the 
observed overlap. The fact that a few particular stages overlap does not 
imply that transmission is continuous throughout the entire range of 
stages involved in the task. 

Consider, for example, the interactive activation model of word 
recognition (e.g., McClelland and Rumelhart 1981; Rumelhart and 
McClelland 1982), in which letter detectors continuously transmit 
partial output to word detectors. If we were to accept the success of 
this model as evidence of overlap between letter and word recognition, 
with the latter contingent upon the former, then we would have 
evidence of continuous transmission from letter to word recognition. 
Even if we were to regard these as two different stages, however, the 
range criterion would prohibit us from also concluding that the word 
recognition stage transmits its output continuously (say to a decision or 
speech production system) or that any subsequent stages involved in 
the task transmit continuously. 

We shall next examine evidence of overlapping stages - some of 
which has been regarded as critical evidence against models with 
discrete transmission and/or against the validity of the AFM - in light 
of the contingency and range criteria. 

2.4.1. Turvey’s (1973) evidence for concurrent-contingent visual informa- 
tion processing 

Turvey (1973) conducted an elegant series of masking experiments 
that revealed two kinds of processes underlying visual masking: periph- 

i5 Indeed, the metaphor of an assembly line seems much more appropriate for copy typing than 

the metaphor of cascading stages. In an assembly line model, there would be no mutual 
interference between stages, because the intermediate states of different stages are insulated from 

each other by discrete transmission. Models with continuous transmission would seem to predict 
considerable interference among stages working on different stimuli, since the different stages are 

assumed to be communicating constantly. 
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era1 and central. A variety of results suggested that the peripheral 
process involves activation of context-independent (i.e., hard-wired) 
feature detectors by visual input, whereas the central process appears to 
assemble a representation of overall stimulus shape and identifies the 
stimulus by consulting long-term memory. Furthermore, the character- 
istics of the peripheral and central processes strongly suggest that they 
are successive, with the output from peripheral processes being the 
input to the central process. Output of the central process could be 
described as being a letter identity placed in the visual icon, from 
which later stages could retrieve stimulus identity. 

The results of major interest here were those indicating temporal 
overlap of central and peripheral processes. The critical observation 
was that the time from stimulus onset to the end of central processing 
was not affected by certain variables that did affect the time from 
stimulus onset to the end of peripheral processing (Turvey 1973). This 
finding is inconsistent with a model in which peripheral and central 
processes operate in strict succession (i.e., with no overlap), because 
such a model requires that the time to the end of central processing is 
the sum of the times needed by the peripheral and central processes. 
With additive process times, a variable affecting the duration of the 
former process would obviously also affect the sum of the durations. 

Turvey (1973) suggested that his results could be explained by a 
‘concurrent-contingent’ model that allows continuous information 
transmission from the peripheral process to the central process. 
According to this model, the peripheral process extracts different 
features at different times, and each feature is transmitted to the 
central process as soon as it is extracted. The central process starts as 
soon as it receives the first feature from the peripheral process, and it 
may deal with features serially. Thus, peripheral and central processes 
overlap temporally, assuming that multiple features are required for 
letter identification. The model also assumes that the central processing 
of each feature is relatively slow compared to peripheral feature extrac- 
tion. This assumption implies that the peripheral process is always able 
to extract at least one more feature while the central process is dealing 
with the previously extracted one. Once extracted, the feature(s) are 
held in a buffer until needed by the central process. Thus, the central 
process only has to wait for the peripheral process to extract the first 
feature; subsequent features are available to the central process as soon 
as it is ready for them. This model explains the critical observation that 
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a factor can affect peripheral processing time without influencing the 
total time needed for letter identification. Since the peripheral process 
extracts additional features before the central process is ready for them, 
the peripheral process can be slowed somewhat without increasing the 
total time for letter identification, though of course a large enough 
slowing would increase the time for letter identification. i6 

As Turvey (1973) noted, it is also possible to account for his data 
with a model in which central processes do not receive output from 
peripheral processes, thus preserving discrete transmission. However, 
he regarded the required mechanisms as so improbable that he argued 
that his data supported continuous transmission from peripheral to 
central letter identification processes. 

Even if it is granted that Turvey’s results support continuous trans- 
mission from peripheral to central processes in letter identification, it 
must be emphasized that this has extremely limited implications regard- 
ing transmission for the information processing system as a whole. 
Taking the range criterion into account, it is clear that the evidence 
supports continuous transmission at a very specific point in the percep- 
tual system, as did the success of the Interactive Activation model 
(Rumelhart and McClelland 1982). The point is that one cannot rule 
out discrete transmission of an identified stimulus to a decision stage, 
or of a selected response to the response preparation stage, from 
evidence of overlapping perceptual processes. 

Turvey’s results suggest a gradual accumulation of peripheral infor- 
mation overlapping with a gradual resolution of overall form at a more 
central perceptual level, ultimately leading to letter recognition. For the 
many models in which letter recognition is regarded as a single complex 
stage (e.g., Sternberg 1969a, b), however, this is evidence of continuous 
transformations within that stage, not evidence of continuous transmis- 
sion between stages. The AFM might still be a valid tool for examining 
stages in such models, because these stages could operate in strict 
succession even if there were continuous and partially overlapping 
processes within each one. That is, the AFM is a valuable tool as long 

l6 In principle, this model predicts some effect on total letter identification time whenever there is 
a change in the time needed for the first feature to be extracted. To explain the critical 
observation, then, it must also be assumed that the experimental manipulation produces little or 
none of its effect on the peripheral processing needed to extract the first feature. 
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as there is at least one point of discrete transmission in the overall 
model. 

2.4.2. Overlap of encoding and response selection 
Miller (1976) and Stanovich and Pachella (1977) conducted experi- 

ments using the AFM to examine the initial stage of perceptual 
processing (often termed ‘encoding’) in information processing tasks. 
Both obtained patterns of interaction that were interpreted as support 
for temporal overlap between perception and response selection. Since 
in both cases response selection was based on the output of encoding, 
the contingency criterion was satisfied. Furthermore, the hypothesized 
overlap occurs over a wide enough range of information processing 
stages (perception and response selection) to provide a serious chal- 
lenge for almost any model with discrete transmission. Thus, these two 
papers warrant careful analysis. 

Miller (1976) studied the interaction of stimulus probability and 
visual quality. In previous studies these factors had been found to 
interact in some tasks and with some stimuli but to be additive with 
other tasks and/or stimuli (Miller and Pachella 1973, 1976; Pachella 
and Miller 1976). Miller (1976) suggested that the interaction of prob- 
ability and quality was in fact always present in the time needed for 
stimulus encoding. The interaction sometimes disappeared in total RT, 
however, when it was concealed by a slow response selection stage 
going on in parallel with encoding. The response selection stage was 
hypothesized to receive partial output from the encoding stage (i.e., 
continuous transmission), and to use this partial output to begin its 
work. If response selection were very slow, then its duration would 
determine RT (Schweickert 1978), and the duration of the encoding 
stage carried out at the same time would not influence RT. In particu- 
lar, this means that the interactive effect of probability and quality on 
encoding duration would not be seen in RT if response selection were 
sufficiently slow. As predicted from this overlapping stages model, 
Miller (1976) found that the interaction of probability and quality was 
obtained in all tasks if stimulus quality was sufficiently reduced (i.e., 
encoding was slowed enough). 

Subsequently, however, Miller (1979) concluded that the interaction 
of probability and stimulus quality is actually controlled by the type of 
representation that the subject seeks to encode in a given task. In 
particular, activation of abstract internal representations or logogens 
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(Morton 1969) is influenced by both visual quality and stimulus prob- 
ability, producing the interaction of the two factors. However, if 
subjects use a direct mapping of visual features to responses, without 
performing any intermediate coding, then no stage is affected by both 
factors, and they are additive. This view reconciles discrete models with 
the changing pattern of interaction versus additivity. If the encoding 
stage performs different functions with different tasks and/or stimuli, 
then it can easily be influenced differently by experimental factors in 
the different cases. 

In a related series of studies, Stanovich and Pachella (1977) found 
that degrading the visual quality of a stimulus has a larger effect when 
stimulus-response (S-R) compatibility is high than when it is low. This 
underadditive interaction of compatibility and stimulus quality is 
somewhat surprising in view of other experiments finding additivity of 
the two factors (e.g., Blackman 1975; Frowein and Sanders 1978; 
Hardzinski 1980; Shwartz et al. 1977; Sternberg 1969a), and it may 
result from an artifact in the experimental setting (Hardzinski 1980; 
Sanders 1980). Nonetheless, it is interesting to consider Stanovich and 
Pachella’s (1977) interpretation of the results. 

Like Miller (1976), Stanovich and Pachella (1977) suggested that 
preliminary perceptual information is used to begin response selection 
while identification finishes, so the two stages are carried out mostly in 
parallel. When compatibility is low, response selection takes so long to 
process preliminary perceptual information that more perceptual infor- 
mation is always available by the time the response stage needs it, even 
if stimulus quality is low. Thus, prolonging the encoding stage has little 
effect because it goes on in parallel with a slow response selection stage 
(cf. Schweickert 1978). When compatibility is high, however, response 
selection is so fast that it processes perceptual information as quickly 
as it becomes available. Thus, prolonging the encoding stage has a large 
effect, because it slows down the entire system. 

Although the explanation based on overlapping stages handles the 
underadditivity nicely, there are also ways to reconcile the results with 
a fully discrete model. For example, Sanders (1980; De Jong and 
Sanders 1986) noted that Stanovich and Pachella (1977) obtained an 
unusually large visual quality effect from their contrast manipulation, 
and he suggested that the input to the response choice stage might have 
been slightly distorted in the low quality condition. By changing the 
representation of the stimuli, this would essentially reduce S-R compa- 
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tibility. It is reasonable that a small change from optimal S-R compati- 
bility would have more effect than a small change from suboptimal 
S-R compatibility, thus explaining the underadditivity. 

The theoretical approach taken by Miller (1979) can also explain 
Stanovich and Pachella’s (1977) results with a fully discrete model. It 
must simply be assumed that the encoding stage produces a different 
representation of the stimulus when S-R compatibility is low than 
when it is high, possibly because the response selection stage is more 
complicated (cf. Holender 1980). Naturally, if a different representa- 
tion is produced, it would not be surprising to obtain different effects 
of experimental variables, even if the output of encoding is transmitted 
discretely. This explanation, while preserving discrete transmission, is 
incompatible with the constant stage output assumption of the AFM. 

2.4.3. Other behavioral evidence of overlapping stages 
There are many other studies presenting behavioral evidence of 

overlapping stages, at least some of which have been taken to support 
continuous transmission. Space limitations preclude an in-depth analy- 
sis of every one, but it is possible to indicate briefly the reasons why 
most do not seriously challenge discrete models. 

In most demonstrated cases of overlapping stages, the contingency 
criterion is not satisfied. For example, there is evidence that form and 
size discriminations can overlap (Ellis and Chase 1971), form and color 
discriminations can overlap (Ellis and Chase 1971), tone pitch and 
duration discriminations can overlap (Hansen and Hillyard 1983), both 
color and pitch discriminations can overlap with switching attention 
between modalities (LaBerge 1973), the motor programming of an eye 
movement can overlap with perceptual processing of information in the 
current fixation (e.g., Rayner and Pollatsek 1981; but see Sanders and 
Houtmans 1985), the programming of different movement features 
(e.g., limb, extent) can occur partly in parallel (Rosenbaum 1980), and 
the execution of early responses in a sequence can overlap with the 
planning of later responses (Rosenbaum et al. 1987). In none of these 
cases, however, was the output of one overlapping stage or process 
needed as the input to another. It may also be noted that in most cases 
the range criterion is not satisfied either, because the overlapping stages 
tend to be performing functions at about the same point in the 
information processing sequence. 

The contingency criterion also weakens the conclusions of Flowers 
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and Wilcox (1982) who argued for continuous transmission partly on 
the basis of evidence that facilitory and inhibitory stages overlap in the 
Eriksen flanker paradigm. Though both of these stages are contingent 
upon perception of the flanker, they need not have a contingent 
relationship with each other, so continuous transmission is not implied. 

Fletcher (1983) presented evidence that recognition of word identity 
and category is accomplished by partially separate processes carried 
out to some degree in parallel. This need not be taken as strong 
evidence against discrete models, because the overlapping processes are 
both perceptual in nature. It is not clear whether the contingency 
criterion is satisfied, because it is not known whether category judg- 
ments are contingent upon perception of identity. 

2.4.4. Psychophysiological evidence concerning overlapping stages of brain 
processing 

There is growing recognition that psychophysiological measures may 
be useful in discriminating between information-processing models 
originally developed to explain behavioral data (e.g., Posner and Mc- 
Leod 1982; Vaughan and Ritter 1973). In particular, many researchers 
have studied event-related potentials (ERPs), which are time-locked 
averages of the electroencephalographic activity evoked in response to 
specific stimuli in specific tasks, and some have found evidence rele- 
vant to the issue of discrete versus continuous information transmis- 
sion. 

Vaughan and Ritter (1973) presented what is perhaps the simplest 
and most direct argument for overlapping stages: 

‘in simple RT tasks, the motor response begins long before the termination of central neural 
activity generated by the stimulus. Due to this extensive overlap of physiologic activity, 

notions of information processing involving additive, exclusive serial processes must be 

oversimple.’ (Vaughan and Ritter 1973: 133) 

Thus, the argument is that overlapping physiological activity implies 
continuous transmission (see Renault et al. (1982) for another example 
of this argument). 

There are two related flaws in this argument. First, it is very difficult 
to show that a particular physiological response arises from a particular 
type of mental processing. Even if the response is influenced by 
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variables associated with that type of processing, it is impossible to be 
sure that the physiological response does not arise later, from conse- 
quences of that processing rather than from the processing itself. As 
Ritter et al. (1983b) put it: ‘The circumstance that the peak latency of a 
component is differentially affected by changes in a particular 
processing demand does not distinguish between the possibility that the 
component reflects the relevant underlying process or an outcome of 
that process’ (1983b: 144). 

The second flaw is more serious, because it arises even in cases when 
the first flaw can be overcome. Specifically, the argument from overlap- 
ping physiological activity ignores the contingency criterion. We do not 
know whether a later stage of physiological processing is contingent 
upon all of the activity carried out by an earlier one, or perhaps just on 
the first part of that activity. For example, Vaughan and Ritter (1973) 
state that a flash of light lasting less than 1 msec can produce activity 
in the optic nerve that lasts up to 100 msec. Perhaps the initial 25 msec 
of this activity results in the discrete detection of the light onset, and 
the remaining 75 msec does something else such as extracting bright- 
ness information or settling of the nerve back to its stimulus-absent 
state as a result of flash offset. If so, central processing for a detection 
task would not be contingent upon the later activity in the optic nerve. 
The fact that central or motor stages overlapped with optic nerve 
processes on which they were not contingent is, of course, consistent 
with discrete transmission. The point is that even if some physiological 
activity arises from neural mechanisms responsible for a specific infor- 
mational function, it is virtually impossible to be sure that all of that 
activity arises in connection with that function. 

Psychophysiologists have offered a number of other, more indirect 
arguments concerning discrete versus continuous transmission. For 
example, Ford et al. (1980) varied positive set size and stimulus quality 
in a memory scanning task (Sternberg 1969b). In addition to RT, they 
measured the peak latency of the P300, a component of ERPs thought 
to index stimulus evaluation and decision making time (e.g., Kutas et 
al. 1977). If P300 peak latency in this task indicates the instant at 
which the response has been selected, then the additional response time 
beyond that instant (RT-P300 latency) should be independent of both 
memory set size and visual quality, according to Sternberg’s (1969b) 
four-stage serial model. Contrary to this prediction, the RT-P300 
difference increased both with reduced stimulus quality and with 
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increased memory set size. An alternative model was suggested in 
which response preparation was carried out in parallel with decision 
making. Mulder et al. (1984) also observed that the RT-P300 dif- 
ference increased with memory set size, and seconded the idea that 
response preparation overlapped with decision making. i’ 

Clearly, the results of Ford et al. (1980) only indicate overlap under 
the assumption that the P300 peak latency indicates the time at which 
the decision is finalized. l8 Previous research has not established this 
strong conclusion, and there are even disputes about whether P300 
results from a stage before or after S-R compatibility has its effect 
(e.g., McCarthy and Donchin 1981; Ragot and Renault 1981). Even if 
we grant the weaker conclusion that P300 peak latency increases with 
decision latency, however, the results do not require overlapping stages. 
Since waveforms generally get broader as their peak latencies increase 
(e.g., Chase et al. 1984) the choice to measure peak latency was 
seemingly an arbitrary, but not inconsequential, one. Furthermore, it 
seems quite unlikely a priori that the P300 peak, as opposed to some 
other point on the waveform, would indicate the instant at which the 
decision was finalized. It is interesting to note that Ford et al.‘s (1980) 
assumption - that processing is finished at the peak - is quite different 
from Vaughan and Ritter’s (1973) - that processing is not finished 
until activity is over. The objection to both is the same: It is just not 
known what physiological index might correspond to the end of 
processing for specific information. 

Even if response execution time is affected by memory set size or 
stimulus quality, as argued by Ford et al. (1980) and Mulder et al. 
(1984), this finding is not automatically incompatible with discrete 
transmission. For example, one could imagine a discrete model in 
which different stages had to share a limited pool of resources. When 

I’ Neither paper spelled out the parallel model in any detail, and we do not see how overlapping 

stages can be used to explain the effects. Normally, overlapping stages have been invoked to 
explain the reduction or disappearance of effects on one stage, based on the idea that they are 

covered up by a slower stage going on in parallel (e.g., Miller 1976; Schweickert 1978; Stanovich 
and Pachella 1977; Turvey 1973). By that logic, a model with overlapping decision and response 

stages would seem to predict that the response stage would need less time to finish, not more, after 

the end of a slower decision stage (i.e. when set size was larger or stimulus quality reduced). 

lR For their arguments, the peak latency need not be exactly the point at which the decision is 

made, as long as it is off by a constant. It is not sufficient, however. for the peak latency and 
decision latency to be perfectly correlated. 
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the memory set size was large, the comparison stage might get more 
resources and the response stage less. When the stimulus was degraded, 
the identification stage might get more resources at the expense of the 
response stage. In either case, the response stage would operate more 
slowly as a result of the reduction in its resources. i9 Thus, effects of 
memory set size and stimulus quality on the duration of the response 
stage are evidence against Sternberg’s (1969b) particular model, not 
against discrete transmission in general. 

It should be noted that other psychophysiologists have obtained 
evidence they regarded as more consistent with discrete than continu- 
ous transmission. Ritter et al. (1983b; 1982; 1983a) isolated two ERP 
components by performing subtractions between pairs of observed 
ERP waveforms. Subjects were tested in a simple RT task and in a 
choice RT task with one stimulus presented on 80% of the trials and 
another stimulus presented on 20%. One component (termed ‘ Na’) was 
isolated by subtracting the waveform elicited in the simple RT task 
from that elicited by the 80% choice stimulus, and evidence suggested 
that this component reflected the onset of a pattern recognition stage. 
A later component (‘N2’) was isolated by subtracting the waveform 
elicited by the 80% stimulus from the waveform elicited by the 20% 
stimulus, and evidence suggested that this component reflected the 
onset of a stimulus categorization stage. Furthermore, the N2 compo- 
nent seemed to be contingent upon the Na component. 

The effects of discrimination difficulty on the latencies of the Na 
and N2 components provided some suggestion of discrete transmission. 
Across a number of different stimulus sets, the onset latency of the Na 
component did not vary as a function of the difficulty of the dis- 
crimination required by the choice task, but the peak latency did. This 
is consistent with the idea that pattern recognition can begin as soon as 
any stimulus is presented, but that more recognition processing is 
needed when the discrimination is harder. Onset and peak latency of 
the N2 component increased with discrimination difficulty by about 
the same amount, and this amount was greater than or equal to the 
increase in Na peak latency. Thus, all phases of the stimulus classifica- 
tion stage, including its onset, were delayed by the full amount of time 

I9 This model is difficult to reconcile with current views on resource sharing (e.g., Gopher and 
Sanders 1984), and we do not wish to argue strongly for it. The pm-pose of describing it is to 
emphasize how hard it is to provide an unequivocal demonstration of overlapping stages. 
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needed for extra pattern recognition. This suggests that there is little or 
no overlap between the stages generating the Na and N2 components. 
If there were much overlap, then N2 onset latency should thereby show 
much less effect of discrimination difficulty than N2 peak latency. 

Ritter et al. (1983b) emphasized the consistency of their data with 
sequential pattern recognition and stimulus classification stages, but 
they also concluded that pattern recognition and stimulus classification 
were partially overlapping, primarily because N2 onset occurred earlier 
than Na peak. However, based on the earlier argument that overlap- 
ping physiological activity is not necessarily indicative of overlapping 
mental stages, we find the evidence of sequentiality more convincing 
than the evidence of overlap. 

Part 3: 
Evidence in favor of discrete models 

One very general class of evidence in favor of discrete models is the 
consistent, systematic, and readily interpretable patterns of results 
obtained by researchers using the AFM. Because this method assumes 
discrete transmission, it seems likely that the method would eventually 
lead to serious contradictions and inconsistencies if transmission were 
really continuous. Although the results from any one study can almost 
always be interpreted within the framework of the AFM, consistent 
patterns of additivity and interaction across a number of studies not 
only provide compelling demonstrations of the utility of the method 
but also raise one’s confidence in its assumptions (Sanders 1980). 

In fact, the AFM has been used very widely, and reviews of the 
evidence obtained with this method indicate fairly consistent results. 
For example, Sternberg (1975) reviewed research on memory scanning, 
Sanders (1980, 1983) reviewed studies of choice reaction time tasks and 
the effects of stress, and Sanders et al. (1982) considered the effects of 
sleep loss. In no case were there obvious contradictions between 
studies, as would be expected if an invalid method were being used. 
Sanders (1980, 1983) has argued particularly effectively that the availa- 
ble results make a strong case for the utility of the method, especially 
because the obtained patterns of additivity and interaction are largely 
independent of the demands placed on individual stages. 
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Of course, the existence of many results consistent with a theory 
does not prove the theory or any of its assumptions, because alternative 
theories might also be able to account for the results. Therefore, the 
patterns of consistent results emerging from use of the AFM cannot be 
regarded as decisive evidence against continuous models, just as the 
many results consistent with continuous models could not necessarily 
be regarded as inconsistent with discrete ones (Section 2). For this 
reason and because they have already been thoroughly reviewed (e.g., 
Sanders 1980, 1983), we will not consider in detail the consistent 
patterns emerging from studies using the AFM. 

Instead, we will in this section concentrate on a few critical experi- 
ments designed explicitly to test between discrete and continuous 
models. These studies have been designed to provide critical tests by 
examining response preparation, and the results generally favor discrete 
or nearly discrete models. In these studies, the subject is given certain 
critical stimulus information that is correlated with the correct re- 
sponse, and the resulting response preparation is monitored in different 
ways, as discussed below. 

Although the distinction has not previously been emphasized, it will 
be argued here that response preparation studies are critical tests of 
very different senses of discreteness and continuity depending on how 
the critical stimulus information is presented. In some studies the 
critical information is given in a cue presented prior to the imperative 
stimulus (e.g., Meyer et al. 1985; Sanders 1971), and these studies tend 
to address the issue of discrete versus continuous transformation. In 
other studies the critical information is given in a distinct attribute or 
set of features of the imperative stimulus itself (e.g., Miller 1982a), and 
these studies are relevant to the issue of discrete versus continuous 
transmission. 

3. I. Effects of response-correlated cues 

Many experiments have included response-correlated cues presented 
prior to the imperative stimulus, and it is beyond the scope of this 
paper to review them. Instead, we will discuss two specific paradigms 
which were originally presented in terms of the issues of temporal 
overlap and discrete vs. continuous models. 

In the most straightforward study of this type, Sanders (1971) sought 
to determine whether there was any overlap in the processing of an 
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informative cue and an imperative stimulus. Imperative stimuli were 
rectangles appearing to the left or right of fixation, to which the subject 
made spatially compatible keypress responses. A prior informative cue 
indicated which response was more probable, with 80% cue validity, 
and SOA between cue and imperative stimulus was varied. 

Sanders (1971) found that informative cues could speed responses to 
imperative stimuli and that their facilitatory effects were heavily depen- 
dent on SOA. Facilitation was absent for SOAs of 150 msec or less, 
appearing suddenly and at virtually ‘full strength’ for SOAs of 200 
msec or more. Sanders (1971) argued that if processing of cues and 
imperative stimuli did overlap, then facilitation should begin at an 
SOA of about 50 msec (the estimated encoding time of the cue), and it 
should develop gradually. Thus, he rejected the idea of processing 
overlap between informative cues and imperative stimuli. 

In what sense do these results support discrete models? First, the 
results do not support discrete representation, even for the states of 
response preparation found in the system. The degree of attained 
response preparation might vary continuously from trial to trial, for 
example, and the effect on RT could index the average benefit pro- 
duced by that preparation. Even if the same degree of preparation was 
attained on every trial in this experiment, preparation might still vary 
continuously as a function of the predictive validity (79%, 80%, 81% . . .) 

of the cue. The results suggest invariance in the time at which prepara- 
tion is attained, not in the extent of that preparation. Second, the 
results do not support discrete transmission, because the cue was 
physically and temporally separate from the test stimulus. Showing that 
there is no temporal overlap in processing of two separate stimuli does 
not imply that there is no overlap of different stages processing a single 
stimulus, as would be required to infer discrete transmission. Third, the 
results do support discrete transformation within the response prepara- 
tion stage. 2o Assuming that the RT to the imperative stimulus reflects 
the extent of response preparation at the instant the imperative stimu- 
lus is presented, the abrupt change in the cuing effect across SOA 
indicates an abrupt transformation from the unprepared to the pre- 
pared state. 

*” In this case, we would define as ‘discrete’ any transformation abrupt enough to show up as a 

single transition given the SOA values used. 
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Meyer et al. (1984, 1985; 1982) have developed a more elaborate 
version of the cuing paradigm, including a novel analysis of RT 
distributions. As will be seen, their methods address the same sense of 
discreteness and continuity (transformation) as those of Sanders (1971). 

Meyer et al. (1984, 1985) sought to discriminate between discrete 
and continuous models by determining the number of intermediate 
states involved in response preparation. In their experiments subjects 
were first given a cue indicating the correct response (100% validity), 
and then given a test stimulus to which that response was required. 
Subjects had extensive practice with the invariant relationship between 
cue and response, and they were given incentives to use the information 
in the cue to speed their responses as much as possible. 

Meyer et al. (1984, 1985) characterized the most extreme discrete 
model as one in which a cuing stimulus results in either full response 
preparation or no preparation at all, with no possible states of inter- 
mediate preparation. In a fully continuous model, on the other hand, a 
full range of partially prepared intermediate states is possible. They 
also considered the possibility of multi-state discrete models, in which 
there may be one or two intermediate states of response preparation 
(i.e., a large grain size of response preparation). 

The main independent variable of Meyer et al. (1984, 1985) was the 
SOA between cue and test stimulus, which was either short, medium, or 
long. With short SOAs, subjects would not have time to do any 
response preparation using the cue, so they should be in a fully 
unprepared state at the onset of the test stimulus. With very long 
SOAs, subjects would have plenty of time to do complete response 
preparation, so they should be in a fully prepared state. 

The important question was what would happen with a medium 
SOA. According to the two-state discrete model, the subject would 
attain either full preparation or none at all. There could of course be 
random trial-to-trial variation in how long it took the subject to attain 
the state of full preparation, so with a medium SOA some responses 
would be made from the unprepared state and some would be made 
from the fully prepared state. However, no responses could be made 
from a state of intermediate preparation, because no such state is 
allowed by the model. Therefore, the two-state discrete model predicts 
that the RT distribution observed with the medium SOA should be a 
probability mixture of the RT distributions observed with the long and 
short SOAs. 
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Continuous models, as defined by Meyer et al. (1984, 1985) allow 
states of intermediate response preparation to arise when the subject is 
given a medium amount of time between cue and test stimulus. 
According to these models, then, the RT distribution observed with a 
medium SOA need not be a probability mixture of the RT distributions 
observed with long and short SOAs. 

To determine whether RT distributions obtained with the medium 
SOA could be described as probability mixtures of the distributions 
obtained with long and short SOAs, new statistical techniques beyond 
the scope of this article were devised (Smith et al. 1982). Using these 
techniques, the results of several experiments were found to be roughly 
in accord with discrete models. Specifically, the RT distribution ob- 
tained with medium SOAs seemed to be a probability mixture of two, 
or at most a few, discrete states of response preparation. The discrete 
model could be rejected, however, when the task involved relatively 
many different responses and relatively low S-R compatibility (Meyer 
et al. 1985). 

Like the simpler cuing paradigm of Sanders (1971), the experimental 
paradigm and analytic techniques developed by Meyer et al. 
(1984, 1985) seem primarily relevant to the issue of discrete versus 
continuous transformations within the response preparation stage. By 
probing the response preparation stage with a test stimulus at an 
intermediate time, their methods are clearly designed to measure the 
number of intermediate states through which the response preparation 
stage passes. This corresponds exactly to our notion of the grain size of 
transformations within response preparation. The main advantage of 
the sophisticated distributional analysis of Meyer et al. (1984, 1985) is 
that it allows detection of a discrete transformation even if there is 
variability in the time at which it occurs. 

Unlike Sanders (1971) Meyer et al. (1984, 1985) found evidence of 
intermediate states of response preparation in some cases. However, 
just as Sanders’ evidence of a discrete shift from the unprepared state 
to the prepared state does not imply discrete representation or trans- 
mission, Meyer et al.‘s evidence of a few cases with intermediate states 
of response preparation does not imply continuous representation or 
transmission even for those few cases. Even a very large number of 
intermediate states of response preparation (i.e., highly continuous 
transformations) would be compatible with models that were discrete 
in these other two senses. One way to establish this point is to exhibit a 
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model with discrete information representation and discrete transmis- 
sions between all pairs of stages, but which can account for many 
possible intermediate states of response preparation by using a small 
grain size of transformation within the response stage. Such a model 
does exist: Suppose the cue is discretely represented as belonging to 
one of two alternative classes, with one class associated with each 
response. Furthermore, processing of the cue eventually results in the 
discrete transmission of one of two response codes to the response 
stage, indicating which response should be prepared. At that point, 
response preparation begins, and it continues until the test stimulus is 
presented. As long as the response preparation stage transforms con- 
tinuously from the unprepared to the prepared state, the amount of 
response preparation at stimulus onset would vary continuously, even 
though all other aspects of the model are discrete. 

In summary, cuing effects may be useful for discovering whether the 
response preparation stage carries out its transformations discretely or 
continuously, but they are not directly relevant to the issues of discrete 
or continuous representations and transmissions. It is instructive to 
consider explicitly the reason why cuing paradigms (e.g. Meyer et al. 
1984, 1985; Sanders 1971) do not demonstrate continuous transmission 
even if evidence of continuous response preparation is obtained. Quite 
simply, the reason is that a cue is physically and temporally separate 
from a test stimulus. Therefore, even discrete transmission of informa- 
tion provided by the cue would allow response preparation to begin 
before the test stimulus is recognized - possibly even before the test 
stimulus is presented. Discretely transmitted information about the cue 
could produce a continuously variable response activation, possibly 
proportional to the continuously varying time between cue and test 
stimulus. This activation, in turn, could produce a graded effect on RT 
to the test stimulus. In order to falsify discrete transmission, it is 
necessary to show that response stages receive partial information from 
one stimulus before perceptual processing of that same stimulus is 
complete. Cuing effects, ,however, only show that response stages 
receive partial information from one stimulus before perceptual 
processing of another stimulus is complete. Thus, the separation of the 
two stimuli is what prevents graded cuing effects from suggesting 
continuous transmission. Even if it could be shown that response 
preparation using the cue went on in parallel with perceptual analysis 
of the test stimulus - a possibility which Meyer et al. (1984, 1985) 
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explicitly disallow as being incompatible with the assumptions of their 
analysis - there would still be no evidence that partial information 
about the cue was transmitted before perceptual analysis of the cue was 
finished. 

3.2. Effects of response-correlated stimulus attributes 

When response-correlated information is presented as part of the 
test stimulus itself, effects of this information can provide evidence 
against fully discrete transmission. In particular, evidence that response 
preparation begins before analysis of the test stimulus is complete (i.e., 
based on information which is only imperfectly correlated with the 
correct response) would suggest that the response preparation stage 
received at least two transmissions of information about the test 
stimulus. An earlier transmission would convey the correlated informa- 
tion and enable response preparation to begin. A later one would 
actually determine the response, allowing it to be executed. The pres- 
ence of multiple transmissions from a single test stimulus (unlike the 
existence of two transmissions from a cue and a test stimulus) would be 
incompatible with fully discrete models in which the response informa- 
tion from a single stimulus was transmitted in a discrete chunk after all 
of that stimulus’ information about the response had been ascertained. 
Multiple transmissions would be compatible with models in which 
transmission was continuous, of course. If the response-correlated 
information were presented in a distinct, separately codable attribute of 
the test stimulus (e.g., its name), multiple transmissions would also be 
compatible with the ADC model (Miller 1982a, 1983). 

Dumas et al. (1972) were the first to present response-correlated 
information in an attribute of the test stimulus itself. They studied the 
memory scanning task (Sternberg 1969b), in which subjects make a 
positive response if a test stimulus belongs to a previously memorized 
set and a negative response otherwise. Multiattribute stimuli were used, 
and one critical attribute (e.g., red) was more common among stimuli 
associated with the positive response than among stimuli associated 
with the negative response. The results showed that positive responses 
were faster to stimuli with the critical attribute than to stimuli without 
it, and the reverse was true for negative responses. This finding suggests 
that the presence of the critical attribute caused preparation of the 
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positive response, and that response preparation took place in parallel 
with memory comparison. If this is indeed the explanation of the effect, 
then it implies that the response system gets partial information about 
the test stimulus (i.e., the critical attribute) before getting full informa- 
tion about it (i.e., whether it belongs to the positive set). 

Although the results of Dumas et al. (1972) are consistent with 
continuous transmission of information to the response preparation 
stage, they are not strong evidence of it for two reasons. First, the 
effects could plausibly arise in the memory comparison stage. Dumas et 
al. assume that comparison is an exhaustive, item-by-item process, but 
this may not be true with multiattribute stimuli, especially when 
attributes are differentially correlated with responses. Other sorts of 
comparison stages (e.g., hierarchical) could easily yield faster positive 
and slower negative responses for test items with the critical feature. If 
the effects do arise in the comparison stage, then they are not evidence 
that response preparation begins before it has complete information. 
Second, even if response preparation does take place in parallel with 
comparison, this finding is perfectly consistent with the ADC model. 
Because the stimuli were made up of several distinct attributes, it is 
possible that information about each attribute was discretely trans- 
mitted to the response preparation stage. This would allow response 
preparation to occur before memory comparison was done, even though 
each attribute was processed discretely. 

Miller (1982a, 1983, 1985a, 1987) performed a series of experiments 
to see whether partial information available early in perceptual 
processing of a stimulus (i.e., preliminary information) could be used to 
begin preparing responses. He manipulated pairwise stimulus dis- 
criminabilities to control the availability of preliminary information. 
For example, one stimulus set consisted of a large and small ‘S’ and a 
large and small ‘T’, with the size discrimination chosen to be much 
more difficult than the letter name discrimination. With this stimulus 
set it was expected that letter name could be recognized by the 
perceptual system before. size, and the question was whether pre- 
liminary name information could be used to prepare responses before 
size recognition was complete. Another stimulus set consisted of the 
letters M, N, U, and V, for which pilot work had shown that the pairs 
MN and UV had high interpair and low intrapair discriminability. 
With this set, preliminary information would indicate to which of the 
two highly confusable pairs a stimulus letter belonged. 
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Several different paradigms were used to try to determine whether 
response preparation began as soon as preliminary information became 
available, thereby overlapping with the later perceptual processing. 
Miller (1982a) had subjects respond to the four stimuli by pressing 
buttons with the index and middle fingers of the two hands, and the 
assignment of stimuli to responses was varied. In the same-hand 
condition two similar stimuli (e.g., small & large S, or M & N) were 
assigned to response fingers on the same hand, and in the different-hand 
condition they were not. Other results suggest that, with this response 
set, preparation of two response fingers on the same hand leads to 
faster responding than preparation of two response fingers on different 
hands (Miller 1982a, 1985b, 1987, 1988). Based on these results, re- 
sponses in the same-hand condition should be faster than those in the 
different-hand condition if preliminary information is used to prepare 
responses, and Miller (1982a) argued that there should be no difference 
if it is not. The results indicated a difference between the same- and 
different-hand conditions (i.e., evidence of preliminary response pre- 
paration) only when preliminary information corresponded to a dis- 
cretely coded stimulus attribute like letter name, not when it corre- 
sponded to difficult to code information such as which of two pairs 
(e.g., MN versus Uv> a stimulus was from. Thus, these results were 
interpreted as support for the ADC model, not for fully continuous 
transmission. 

Reeve and Proctor (1984, 1985; Proctor and Reeve 1985) have 
suggested that the difference between same- and different-hand condi- 
tions does not really reflect response preparation. Using a divided 
attention task, however, Miller (1987) obtained strong evidence that it 
does. Targets on one channel were small and large S’s and T’s, assigned 
to four response keys using either the same- or different-hand condi- 
tion. Medium-sized S’s and T’s were sometimes presented as distracters 
on this channel. Targets on the other channel were bright squares 
appearing in one of four locations, and locations were mapped compat- 
ibly onto the same four response keys used to respond to letters. When 
distracters were presented on the letter channel, the names of these 
distracters were found to influence responses to bright squares. Specifi- 
cally, responses were facilitated if the bright square called for one of 
the two responses assigned to target letters with the same name as the 
distractor, and inhibited otherwise. Thus, the names of the distractor 
letters caused some response preparation. Furthermore, the size of this 
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response preparation effect increased with the difficulty of the size 
discrimination needed to identify distractor letters, indicating that the 
preparation took place before distractor letters had been fully recog- 
nized. Interestingly, Miller (1985a) found no evidence of response 
preparation in an analogous two-choice divided attention situation. It 
seems plausible that preliminary information might not be used to 
prepare single responses, because, whereas two prepared responses can 
hold each other in check, a single prepared response may be executed 
prematurely. Further research will be needed to clarify the reason for 
this difference in results. 

Miller (1983) developed another paradigm to monitor response pre- 
paration enabled by preliminary information. Basically, the same-hand 
condition of Miller (1982a) was used, and relative stimulus discrimina- 
bilities were varied to control the time available for response prepara- 
tion (i.e., the time between perception of preliminary information and 
perception of exact stimulus identity). Increasing the time available for 
response preparation was expected to increase its effect. In addition, a 
cue was sometimes given prior to stimulus onset, and the cue conveyed 
the same information as the preliminary stimulus discrimination. When 
a cue was given, response preparation could be carried out in advance 
of the stimulus, thus decreasing the effect of response preparation 
enabled by preliminary stimulus information (it was assumed that 
response preparation was subject to diminishing returns). In this para- 
digm, then, preliminary response preparation is revealed by an interac- 
tion of discriminability and cuing. If response preparation occurs, 
discriminability should have a larger effect when cues are given than 
when they are not, because in the latter case some of the extra 
discrimination time is offset by increased preparation. If response 
preparation does not occur, the effects of discriminability and cuing 
should be additive. Again, evidence for response preparation was 
obtained only when preliminary information was discretely codable, 
supporting the ADC model rather than continuous transmission. 

In summary, the evidence obtained from studies of response pre- 
paration is more compatible with the ADC model than with fully 
continuous information transmission. There is evidence that pre- 
liminary information about a stimulus can be used to prepare responses 
when that information is highly codable, but in general preliminary 
information does not seem to be so used. It would appear that the grain 
size of information transmission is fairly large, including all of each 
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internal code used to represent the stimulus. These findings are gener- 
ally compatible with discrete stage models, except when stimulus sets 
are represented with multiple internal codes. 

3.3. Relationship between the two types of response preparation studies 

There appears at first to be a conflict between the conclusions drawn 
from studies of response-correlated cues and those of response-corre- 
lated stimulus attributes. The results of Meyer et al. (1984, 1985) 
indicated that response preparation operates discretely, passing through 
at most one intermediate state between the unprepared and fully 
prepared conditions. The results of Miller (1982a, 1983, 1985a, 1987), 
however, indicate that preliminary information about a codable stimu- 
lus attribute can be used to prepare responses before full stimulus 
information is available. The apparent contradiction is that the re- 
sponse preparation implied by Miller’s results requires partially pre- 
pared responses, which seem incompatible with the conclusion of 
Meyer et al. (1984, 1985) that there are only a few different states of 
response preparation. 

On closer analysis, the apparent conflict disappears. One reason is 
that Miller’s results do not require continuous degrees of response 
preparation. Instead, they require one state of preparation produced by 
the single bit of preliminary stimulus information. The response can be 
made either from an unprepared state or this prepared state, and the 
probability of being in the prepared state can vary across conditions to 
produce the obtained effects. It could be the case, then, that the 
prepared state implied by Miller’s results is analogous to the prepared 
state in Meyer et al.‘s two-state model of response preparation. A 
second reason is that most of Meyer et al.‘s (1984, 1985) evidence for 
discrete response preparation comes from two-choice tasks, whereas 
Miller’s evidence of an intermediate level of response preparation 
comes from four-choice tasks. It is easy to imagine that intermediate 
states of response preparation could correspond to activation of subsets 
of responses. Thus, even if Miller’s results were produced by inter- 
mediate levels of response preparation, this important task difference 
could explain the discrepant number of intermediate states of response 
preparation. 
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Conclusions 

The issue of whether human information-processing is discrete or 
continuous is enormously complex theoretically, for the three reasons 
outlined in Part 1. First, discreteness and continuity are not a dichot- 
omy, but rather a dimension on which there are intermediate possibili- 
ties. Second, stages can be discrete or continuous in at least three 
different senses: information representation, transformation, and trans- 
mission. Third, some of the stages used to perform a task may be 
discrete and others continuous, even in a given sense. Thus, there is a 
graded multidimensional space of information-processing models dif- 
fering with respect to discreteness and continuity. Future comparisons 
of models, both theoretical and empirical, must acknowledge the great 
complexity of this space to avoid overgeneralization and equivocation. 

A review of evidence cited in support of continuous models turned 
up no decisive evidence of continuity. On careful analysis, functional 
neuroanatomy, behavioral responses, and psychophysiological re- 
sponses are all consistent with primarily discrete models. For example, 
gradual speed-accuracy tradeoffs and other graded effects can be 
explained in terms of changing mixtures of two distinct states. Even if 
they could not, they would support continuity only in the limited sense 
of continuous transformations within at least one specific stage. But 
even this limited sense of continuity is not supported in direct examina- 
tions of the transformations carried out in preparing responses (Meyer 
et al. 1984, 1985). 

Evidence previously cited as contradicting the AFM (Sternberg 
1969a, b) is remarkably weak. So far, evidence of overlapping mental 
stages is indirect at best, consisting mostly of results that can be 
explained with only slight elaborations of existing models in which 
transmission is discrete. Psychophysiological measures do not yet pro- 
vide direct indices of the offset of mental events, which would be 
needed to show that two events overlap. In many cases the putative 
overlapping stages would not constitute general evidence against dis- 
crete transmissions even if they had been demonstrated unequivocally. 
In some of these cases there is little reason to believe that the second 
stage is contingent upon the first, and in others the two overlapping 
stages perform such closely related functions that they would never 
have been logical candidates for separate, discrete stages in the first 
place. 
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If anything, the available evidence supports discrete transmission, 
consistent with the AFM. Studies of the preparation produced by 
response-correlated stimulus attributes (e.g., Miller 1982a) suggest that 
this preparation occurs only when response-correlated information is 
provided by a discretely codable stimulus attribute. Other information 
available early in perceptual processing seems to be held until recogni- 
tion is complete rather than being continuously transmitted to response 
stages. 

Although the AFM can be questioned on other grounds (e.g., Pieters 
1983; Sanders 1980; Taylor 1976), it appears that the considerable shift 
in opinion against it has been motivated mainly by the unwarranted 
belief that there is strong evidence against discrete transmission. Given 
the balance of evidence in favor of discrete transmission, it seems quite 
unjustified to reject sequential stage models and discard the AFM at 
this time. Sequential stage models have had considerable success in 
explaining human performance (e.g., Chase 1984; Sanders et al. 1982; 
Sternberg 1969a, b) - far too much success to be dismissed without 
solid grounds. 
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