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THE DISCOVERY OF PROCESSING STAGES:
EXTENSIONS OF DONDERS' METHOD

SAUL STERNBERG?!
Beli Telephone Laboratories, Murray Hill, N.J.,, U.S.A.

ABSTRACT

A new method is proposed for using reaction-time (RT) measurements to
study stages of information processing. It overcomes limitations of Donders’
and more recent methods, and permits the discovery of stages, assessment of
their properties, and separate testing of the additivity and stochastic independence
of stage durations. The main feature of the addiiive-factor method is the search
for non-interacting effects of experimental factors on mean RT. The method is
applied to several binary-classification experiments, where it leads to a four-
stage model, and to an identif.cation experiment, where it distinguishes two
stages, The sets of stages inferred from both these and other data are shown to
carry substantive implications. It is demonstrated that stage-durations may be
additive without being stochastically independent, a result that is relevant to
the formulation of mathematical models of RT.

1. INTRODUCTION

The work of DONDERs (1868) that we have been commemorating
was based on the idea that the time between stimulus and response is
occupied by a train of successive processes, or stages: each component
process begins only when the preceding one has ended. Donders de-
veloped the subtraction method to measure the durations of some of
these stages, and thereby study their properties; mean reaction-times
(RTs) from two different tasks are compared, where one task is thought
to require all the stages of the first, plus an additional stage. The differ-
ence between mean RTs is taken to be an estimate of the mean duration
of the interpolated stage. The method was popular for several decades
(see JasTrROW, 1890) and then came into disfavor (see KULPE, 1895).

Although it has seen something of a revival in the last few years
(e.g.. NEISSER, 1963; STERNBERG, 1966; TAYLOR, 1966; PosrsR and

1 T am indebted to J. Krauskopf for several helpful suggestions. I also thank
P. D. Bricker, C. S. Harris, R. S. Nickerson, and G. Sperling for criticisms of
the manuscript, B. Barkow and B. A. Nasto for laboratory assistance, and D. S.

Hougak, P. L. Moore, B. A. Nasto, and A. M. Pope for serving as subjects in
exp. V.
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MITCHELL, 1967; SNODGRASS et al., 1967; SMITH, 1968), little is known
about how to test the validity of any particular application of the sub-
traction method. The underlying conception of the RT as a sum of
durations of a series of stages is now a popular one, but there is remar-
kably little strong supporting evidence. And there is even less evidence
that stage durations are stochactically independent, an assumption often
incorporated with the idea of additivity (e.g., McGILL, 1963; TAYLOR,
1666; HoHLE, 1967).

The ecarly applications of Donders’ idea were criticized partly because
introspective data suggested that it might be difficult to devise ex-
perimental tasks that would add or delete one of the stages between
stimulus and response without also altering other stages. In this paper
I propose a simple method of testing for additive RT-components that
opens up new possibilities for inferring the organization of mental
operations from RT data without requiring procedures that add or
delete stages. Unlike Donders’ method it does not lead to the measure-
ment of stage durations, but like his method it can be used to help
establish the existence and properties of stages, and the relations aimong
tnem. The method is applied to data from two kinds of choice-reaction
experiment, a binary-classification (‘partial-identification’, or many-
one) task, and a ‘complete-identification’ (one-one) task (Busa et al,
1963). A generalization of the method is used to test the idea that RT
components are stochastically independent. And it is shown how these
methods also permit localizing the effect of a new experimental factor
among 2 set of stages already established.

2. ASSUMPTIONS ABOUT STAGE DURATIONS IN RECENT STUDIES
2.1. Three types of assumption

In recent years three main propositions have been considered in the
analysis of RT into components; they are listed in fig. 1. The proposition
that is of main interest, and the one that reflects Donders’ idea, is that
there arz successive functional stages between stimulus and response,
whose durations are additive components of the RT. Here T, and T,
are random variables representing the durations of two different stages,
and T, is a wastebasket category representing the total duration of all
other events between stimulus and response. The first proposition
iraplies that the mean RT is the sum of the means of the componends.

A supplementary assumption sometimes treated as inseparable from
that of additivity is that the RT-components are stochastically independ-
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Fig. 1. Three types of assumption in the decomposition of RT, and their
iraplications. Wavy arrows shew loose implications (see section 3.1); statements
ir. bottora row apply only to experimental factors that influence
no stages in common.

ent. (I will show in section 5.4 why these assumptions should be exam-
ined separately and why a definition of stage that involves additivity
without independence might be a useful one.) Taken together with the
first proposition, the assumption of independence has strong impli-
cations: not only are the component variances a‘'litive — since the

- variance of the sum of independent quantities is the sum of their
variances — but all the higher cumulants are additive as well. (Cumu-
Iants are statistics of a distribution that are closely related to its moments
and that are estimated without bias by k-statistics; see KENDALL and
STUART, 1958.)

An even stronger supplementary assumption is one that specifies the
forms of the components’ distributions. (Exponentially-distributed stage
durations, for example, have sometimes been assumed.) Given the
distributions and the other assunptions, one can deduce the RT distri-
bution itself. (Intermediate cases arise when a feature of the RT dis-
tribution is inferred from assumptions in which the forms of components
are only partially specified: Luce and GREEN (1969) provide an exam-
ple.)
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2.2. Tests of the assumptions

Almost always, a ‘strong’ model has been tested, in which the propo-
sition of main interest is combined with both of the supplementary
assumptions. This approach is exemplified by the work of CHRISTIE
and Luce (1956), AubLEY (1960), RESTLE and DAvis {1962), McGILL
(1963), McGiLL and GiBBON (1965), and HoHLE (1967). A central
notion in such work is that the form of the RT distribution (which
depends on the postulated distributions of the componerits and on their
independence, as well as on their additivity) is a key to the underlying
process.

According to Hohle, for example, the RT is the sum of an expo-
nentially-distributed ‘decision’ component and an independent, nor-
mally-distributed ‘residual’ component (representing the summed
durations of all other processes). He has successfully fitted the resulting
theoretical distribution to RTs from several experiments. To examine
the model further he obtains parameter estimates for the theoretical
distribution from RTs at two or more levels of an experimental factor.
One consequence of Hohle’s choice of hypothetical component distri-
butions is that these estimates reveal the extent to which each of the
components is responsible for the effect of the factor on RT. If the
mode! is correct, changes in some factors should influence only the
decision component, while changes in others should influence only the
residual componer.t. But overall findings from a series of studies by
HoHLE (1967) and GuHoLsoN and HOHLE (1968a,b) are not entirely
consistent with this expectation.

Unlike Donders’ method, in which experimental manipulations are
required to add or delete entire stages, Hohle’s requires only that the
amount of processing required of a stage, and hence its duration, be
manipulated. This feature, which extends the range of situations in
which analysis of RTs can be performed, also characterizes the new
method to be proposed in section 3.

One probiem for an approach such as Hohle’s, in which a strong
model is invoked, is that when the model fails it is of course difficult
to decide which of its several assumptions is at fault. A second problem
is that rather different sets of components may give rise to RT distri-
butions that have approximately the same form. There are several
advantages, therefore, in testing relatively weaker models, or examining
assumptions one at, a time.

TAYLOR (1966) has tried to test the main proposition together with
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of Donders’ idiea, he attempted to construct tasks that would add or
delete entire siages. An important innovation in Taylor’s work is the
inclusion of a test of the additivity of stage durations: if one change in
task adds stage a and an incremert T, in mean RT, and a different
change in task adds stage b and an increment T, then the two changes
iogether should add both stages and a combined increment T,, =
T, + T, Such a test can validate applications of the subtraction
method, and protect it from the early criticisms according to which
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stages. Additivity tests also characterize the method to be proposed :n
section 3. Unfortunately, Taylor’s test cannot be said to have succeeded,
mainly because his experiment was insufficiently precise.

Whereas Taylor felt that the assumptions of additivity and independ-
ence should be tested jointly, additivity Lus been examined alone in
a series of studies on sentence verification (McMAHON, 1963; GOUGH,
1965, 1966). The hypothesis being tested was that negative and passive
trans’ormaticns in stimulus sentences add separate stages to the process
of verification; if they do, the transformations should have additive
effects on mean RT. This was found by McMahon, but Gough found
a systematic tendency for the combined increment, T, to be less than
T, + T, a deviation from additivity in the same direction as the trend
in Taylor’s data.

Experimental operations like these, which might be thought of as
deleting entire stages without altering the functions of other stages, are
probably very rare; they should be considered special cases. Another
example of this kind of special case arises in certain memory-search
tasks (e.g., STERNBERG, 1966) where it can be assumed or inferred that
the number of elements scanned, and therefore the number of similar
stages, is under experimental control. (Sone visual-search tasks, as in
NEISSER, 1963, are similar.) Here the desired additivity test of the main
proposition is accomplished by evaluating the linearity of the function
relating mean RT to the number of elements scanned. 'The slope of this
function represents the mean time to scan one item; its zero-intercept
represents the combined durations of all events other than scanning.
(Whereas Donders might have attempted to measure the zero-intercupt
directly, by devising an experiment in which no elements are scauned,
here one can estimate its value by extrapolation.) In such search tasks,
moreover, the independence assumption can be tested separately by
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examining the relations between each of the cumulants of the RT distri-
bution and the number of elements scanned: if the assumption of in-
dependence is justified, ihese relations are also linear, and the slopes
and zero-intercepis of the linear functions can be used as estimates of
the cumulants of the components. These estimates in turn can be used
to determine the forms of the component distributions (STERNBERG,
1964).

3. SUCCESSIVE STAGES AND ADDITIVE FACTOR-EFFECTS:
A NEW METHOD

3.1. Iinplications of factor-stage relations

The method I shall proposs seems to apply to a wide variety of RT
situations, rather than oaly t those special cases where experimental
manipulations can add eniire stages or produce known changes in the
number of identical stages. Y-t it seems to permit the proposition of
main interest to be tested by i:self. Suppose that stages a, b, and ¢
shown in fig. 2 are among a series of stages between stimulus and
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Fig. 2. Example of an arrangement of stages (a, 5, and ¢) and factors (F, G,
and H). Below the horizontal line are shown three nypothetical stages between
stimulus and response. Horizontal arrows represent inputs and outputs of stages;
time proceeds from left to right. Dots indicate the possibility of other stag.s in a
string in which the hypothetical stages are embedded. Arrows are drawn from
factors to the stages assumed to be influenced by those factors. Above the line
are indicated the relations among effects of the factors on mean RT that are
expected from the arranigement.

response. Suppose further that there are three experimental factors,
F, G, and H, such that factor F influences only the duration of stage a,
factor G influences only *he duration of stage b, and factor H influences
stages b and ¢, but not ¢. (By a ‘factor’ here is meant an experimentally
manipulated variable, or a set of two or more related treatments called
‘levels’; the ‘effect’” of a factor is the change in the response measure
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induced by a change in the level of that factor.)) What are the most
likely relations among the effects of the three factors on mean RT?
These rela..ons are shown above the broken line. The general idea is
that when factors influence no stages in common, their effects on mean
RT will be independent and additive, because stage durations are
additive. That is, the effect of one factor will not depend on the levels
of the others. Thus, factors F and G should have additive effects on
mean RT. On the other hand, when two factors, G and H, influence at
least one stage in common (stage £) there is no reason to expect their
effects on RT to add; the most likely relation is some sort of interaction.

One can imagine exceptions to both of these rules, of course. Factors
G and H might just happen to influence stage b additively, and their
effects on RT would then also be additive, even though they influenced
a stage in common. (This notion would gain strength if, for example,
other factors either interacted with both G and H or with neither.)
Alternatively, if factor F influenced the output of siage a as well as its
duration, then it might indirectly influence the duration of stage b.
This could lead to an interaction between the effects of factors F and G
even though they did not directly influence any stages in common. (An
example is given in section 4.4, foctnote 4.) But by and large, factors
that influence different stages will have additive effects on mear RT,
whereas factors that influence stages in common will interact.

3.2. The additive-facror method and the meaning of ‘stage’

The direction of these inferences is reversed in the ‘additive-factor
method’, in which one searches for pairs of factors, like F and G, that
have additive nonzero effects. Whenever such ‘additive factors’ are
discovered, and given no stronger arguments to the contrary, it is reason-
able to believe that there exists a corresponding pair of stages, a and b,
between stimulus and response. {Conversely, if one ~annot find a pair
of additive factors that correspond to a pair of hypothesized stages, this
may be taken as evidence against the hypothesis; but see section 3.4 for
one exception.) Furthermore, if a third factor, H, is found to interact
with G but not with F, this implies that H influences RT at least in part
because of its effect on stage b, but not because of any effect on stage a.

I have deliberately avoided a precise definition of ‘stage’, which
should await further research. The basic idea is that a stage is one of
a series of successive processes that operates on an input to produce
an output, and contributes an additive component to the RT. The con-
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cept of ‘additivity’ here entails a property of independence for mean
stage-durations: the mzan duration of a stage depends only on its input
and the levels of factors that influence it, and not directly on the mean
durations of other stages. The fundamental importance of the relations
among factor effects follows from this basic idea. It is not only additivity
among factors that is useful, but also the patterns of interaction: the
subsets of interacting factors associated with a stage and the w=ys they
interact allow one to infer the operations performed by that stage, and
possibly also its location in a series of stages and its internal structure.

Other features that might be incorporated in a formal definition of
‘stage’ are: (1) Given its input, the output of a stage should be independ-
ent of factors influencing its duration. This requirement would preclude
indirect factor effects, such as that of factor F on stage » mentioned
above. (2) The stages in a series should be functionally interesting and
qualitatively different and should ‘make sense’ in terms of other know-
ledge. (3) A stage should be able to process no more than one ‘signal’
at a time (as in WELFORD, 1960). (4) Stage durations shotld be stochas-
tically independent (sece section 5.4). It remains to be seen whether the
stages defined by additive components have these properties.

3.3. Additivity in two-factor experiments

In table 1 the relation between additive RT-components and additive
factors is shown in the context of a complete (2 X 2) two-factor ex-

TABLE 1
Additive RT-components and additive factor-effects in a 2 X 2 e.xperiment.

-~

factor level Fo Fy Go Gy
stage influenced a a b b
duration of stage T, (0) T, T, (0 T,(1)

experimental reaction
conditions time
Fo, Go RT(00) = T,, + T,0) + T,(0)
Fo, G1 RT(01) = T,, + T,0) + T,(1)
F1, Go RT(10) = T, + T, (1) -+ T,(0)

Fi1, Gy RT(1) = T, + T (1) + T,(1)




284 SAUL STERWBERG

periment with two levels per factor. Suppose we have found a pair of
factors, F and G, that influence different stages, a and b, as in fig. 2,
and we study each facior at two levels, labeled zero and one. At the
top of the table are given the durations of each stage as a function of the
factor influencing that stage. The four pairs of experimental conditions
are shown below, with corresponding RTs, Tw again represents the
durations of all processes other than stages a and b. Given only the
proposition o! successive stages, it follows from the equations in table
1 that the means of the four RT distributions should be related by
eq. (1), which is an expression of the additivity of factor effects on
means:

p/(00) + wi(11) = w'01) + p’'(19). )

With the supplementary assumption of the stochastic independence of

RT components, a series of similar equations must hold for all the
cumulants:

For example, our two factors must show the same kind of additivity
in their ¢ffects on the RT variance (i¢2) as on its mean:

d%(00) + a2(11) = 02%(01) + a%(10). (3)

(The relations shown in eqs. {1)-(3) describe properiies of population
distributions, of course; because ~f sampling error — which grows with
the order of the cumulant - it is a statistical question whether a set of
empirical distributions has these properties.) Finally, if the forms, fu,
fa,and f,, of the component distributions are known, then the effects
of a factor, say F, on parameters of the resulting RT distribution are
limited to those that correspond to changes in parameters of the relevant
component, in this instance, f,. (Hohle’s method, described in section
2.2, makes use of this last implication.) These ideas are summarized at
the bottom of fig. 1.

Generalization of the above analysis to an experiment with p levels
of factor F and g levels of factor G is straightforward (see, e.g.,
ScHEFFE, 1959). If F and G influence different stages, then for the
mean RTs from the pg conditions there must exis; constants Ty, T (),
i=1,...,p,and T(j), j=1,..., q such that

RT (i) = To + T,0) + T,G), i=1,...,p,j=1,....q. (@)
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Similar conditions exist for ail cumulants if independence is assumed.
Equivalently, eq. (1), (2), or (3) is replaced by equating to zero each of
(p-1)(g-1) linearly-independent contrasts in the RT means or cumulants.
Each of these contrasts represents one of the degrees of freedom as-
sociated with deviations from the additive model of eq. (4). Additivity
may be evaluated either by examining deviations from an explicitly-
fitted additive model (eq. (4)), by evaluating the appropriate contrasts,
or by testing the interaction term in an analysis of variance.

Evidence that RT components are stochastically independent adds
strength to the proposition that they represent the durations of different
stages. But a failure to confirm the assumption of independence does.
not necessarily weaker this proposition. In section 5.4 I shall show why
stage durations might be additive but not independent.

3.4. Generalization of the method to multiple-factor experiments

Generalization of the additive-factor method to experiments with
more than two factors is not only direct, but has at least two distinct
virtues. Let us consider the case of three experimental factors, F, G, and
H. If any pair of these factors, such as F and G in fig. 2, influence
no stages in common, then their effects should be additive not only
when averaged over levels of a third factor, H (overall interaction of
F and G zero), but also at each level of H (all simple interactions of
F and G zero). This is true whether factor H interacts with one or both
of the other factors (fig. 2) or not (fig. 3i). The fact that simple inter-
actions of F and G are all zero implies that the three-factor interactions
of F, G, and H must also be zero, and provides a more demanding test
of a theory of successive stages.

Q) F 6 H

(i) F G H

Fig. 3. Some possible arrangements of factors and stages.
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In fact, of the various possible relations between three factors and
a series of stages, the only ones that are expected to produce a nonzerc
three-factor interaction are those in which at least one of the stages is
influenced by all three factors (fig. 3ii). This underlies the second virtue
of multiple-factor experiments, exemplified by the contrast between the
arrangements shown in figs. 3ii and 3iii. In terms of the three two-
factor interactions the arrangements are equivalent: with neither do we
expect any of these interactions to be zero. But for fig. 3iii, unlike 3ii,
it can be shown that the three-factor interaction must be zero, even
though the factors in each pair influence a stage in common. A three-
factor experimert is therefcre capable of discriminating between in-
teresting alternative arrangements of stages that would be indistinguish-
able in a series of two-factor experiments, and is capable of ieading to
the discovery of successive stages even when no pair of additive factors
can be found.

When all the members of a set of factors are found to influence a
stage in common, a limitation of the additive-factor methed is revealed:
without studying additional factors there is no way to deiermine whether
there are also other stages influenced by less than the full set. Thus, for
the arrangement in fig. 2, ulthough the data from a three-factor ex-
periment can show that there is a stage a influenced by F, but not G
or H, it cannot show whether there is a stage c influenced by H, but not
by G. Similzrly, for the arrangement in fig. 3iii, if one examined factors
F and G only, one would be able to infer only that there was a stage a
influenced by both F and G (fig. 3iv), and could not also discover the
stage b influerced by F but not G. Such a stage b could be identified,
however, in an experiment where facto: H was studied at the same
time ac ™ and G (fig. 3iii).

3.5. Onapplying the method and interpreting interactions

Before we turn to experimental data, several comments about applying
the method are in order.

(1) Procedures that test (or assume) the idea of stages use RT itself
as the basic measure by which to assess additivity, and not any trans-
formation of it. Additivity will in general be destroyed by nonlinear
transformation of measurements. One consequence, for example, is that
arithmetic means rather than harmonic or geometric means are ap-
propriate. Furthermore, the median is inappropriate for our purpose
because it is not, in general, additive. (For example, the median of a
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sum of components need not be the sum of the component medians.) If
stage durations are assumed to be stochastically independent, then the
population minimum and maximum are suitable quantities, even though
they are not, in general, linearly related to the mean (see DONDERS, 1868,
Note II; TAYLOR, 1965). The difficulty here is in finding appropriate
esiimating statistics.

Whereas in some other domains, interactions that are removable by
transformation can be regarded as arising from observations having
been recorded on an inappropriate scale (Cox, 1958, p. 105; KRUSKAL,
1965), here even such failures of additivity are of interest, since the
basic measurement scale is specified.

(2) Experimental artifacts are more likely to obscure true additivity
of factor effects than true interaction. Given the general idea of additive
components, therefore, one test of an experimental procedure is the
additivity of certain factor pairs that ought to influence different stages,
such as stitaulus intensity and responding limb (HoHLE, 1967, section
II1.D). For the same reason ! would place highest credence in those
two-factor interactions that are discovered in experiments in which the
effects of a Jifferent pair of factors are found to add.

(3) In using the additive-factor method to test hypothes:ss about
stages with specified functions, one cannot aveid also testing subsidiary
hypotheses about the relations between the factors studied and the
hypothesized stages. Suppose, for example, that we wish to test the
following hypothesis, H1: stimulus encoding and response selection
are accomplished by different stages, a and b. This can be tested conly
jointly with an additional hypothesis, H2: a particular facter, i, in-
fluences stage a and not b, and a particular factor, G, influences stage
b and not a. If F and G are found to be additive, both hynatheses gain
in strength. But the falsity of either H1 or H2 could produce a failure
of additivity. To conclude from an observed interaction that H1 is false
without assessing the validity of H2 (as in RABBITT, 1967) might there-
fore be an error.

(4) Certain interesting views of human information-processing are
antithetical to the ideu of stages whose mean durations are independent
and additive. One such viewpoint has been expressed by Moray (1967),
TAYLOR et al. (1967), and PosNEr and RossMAN (1965), for example,
who prepose a limited information-processing capacity that can be
allocated to different functions in accordance with task de:nands. If
‘capacity’ is interpreted as a rate of processing, this viewpoint leads one
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to expect that in a task where process a has to accomplish ryore, less
capacity is made available for process b. If more is then also demanded
of process b, its duration will increase more than if the available
capacity had been greater.

In considering the implications of this discussion for patterns of factor
interactions, two definitions are useful. Let an ‘increase’ in factor level
be a change in level that increases the mean RT. And let an interaction
of factors be ‘positive’ (‘negative’) if the effect of combined increases
in Jeve! is greater (less) than the sum of effects of separate increases.
Then even though two factors influenced different members of a pair of
capacity-sharing serial processes, their effects on mean RT, rather than
being additive, would interact positively. If two such processes were
embedded in a series of stages, they would be identified as a single stage
by the additive-factor method, and the positive interaction of the cor-
responding factors might indicate a capacity-sharing relation.

(5) Other forms of interaction are also of considerable interest. Sup-
pose. for example, that two independent processes occur in parallel and
that both must be completed before the next stage can begir. Then two
factors that influencec. them separately would interact negatively, and
the processes would oe identified as a single stage by the additive-
factor method. A further instance of inferences from the form of an
interaction — in this case, its linearity — can be found in STERNBERG,
1967.

4. APPLICATION OF THE ADDITIVE-FACTOR METHOD TO MEAN RTS IN
A BINARY-CLASSIFICATION TASK
4.1. The factors in four experiments

I shall describe the application of these ideas first to four experiments
on binary classification of numerals (three of them reported in
STERNBERG, 1966 and 1967). 2

The task in these experiments has ihe following paradigm: on each

2 These experiments were designed to study the effects of factors on mean RTs.
Various design features appropriate for the analysis of higher cumulants were
not included, such as the use of well-practised subjects and the possibilily of
within-subject and within-stimulus comparisons. Where higher cumulants have
been examired in these experiments (e.g. STERNBERG, 1964) some tests appeared
to support the independence assumption and others did not. These analyses
will be described in other reports; in the present paper only the question of
additivity will be considered for binary-classification data, and not the issue of
stochastic independence.
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of a sequence of trials a digit is presented visually as a test stimulus.
The ensemble of possible test stimuli consists of the digits from 0 to 9.
The subject makes a positive response if the test digit is a member of
a small memorized set of digits, called the positive set, and makes a
negative response otherwise. By the use of payoffs that weigh accuracy
heavily relative to speed, errors are held to 1 or 2 percent.

The factors to be considered here that were varied in the experiments
are as follows: (1) Stimulus g:uality. The digit was presented normally
(‘intact’) in some trial blocks, and with a superimposed checkerboard
pattern (‘degraded’) in others. Luminance of the pattern was chosen
so that degradation would increase RT without greatly increasing the
error rate. (2) Size of pos'tive set. In exp. I the positive set was varied
from trial to trial and contained from one to six digits. In exps. II, 111,
and 1V the positive set was fixed throughout a series of trials and con-
tained, one, two, or four digits, each subject having a series with each
set size. It was the linear increase of mean RT with this factor that was
the focus of previous reports of this work. (3) Response type (positive
or negative). Analyses are based on correct responses only. The level
of this factor is therefore determined by which response was required,
that is, by whether the test stimulus was a member of the positive set.
(4) Relative frequency of response type. The relative frequency with
which positive and negative responses were required was varied between
subjects by manipulation of the proportion of trials on which the test
stimulus was contained in the positive set.

Factors 2 and 3 were studied in exps. I and II (STERNBERG, 1966),
whose results will be used here only to provide supplementary infor-
mation concerning the effect of factor 2 and the interaction of factors
2 and 3. Factors 1, 2, and 3 were examined in exp. III with twelve
subjects in two sessions (STERNBERG, 1967); data from session 2 only
are presented here. Factors 2, 3, and 4 were examined in exp. IV with
36 subjects in one session (unpublished). Although not designed with
the add:tive-factor method in mind, exps. 111 and IV provide evidence
about five of the six possible two-factor interactions among the four
factors, and two of the four possible three-factor interactions.

42. Results: additivity among effects of the factors on mean RT

Evidence concerning the overall two-factor interactions in exps. 11
and IV is shown in the five panels of fig. 4. In sach panei is shown the
mean response ‘profile’ over subjects for levels of one factor at each
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level of another, averaged over levels of the third. For additive factors
these profiles should be parallel; the lines in each panel represent the
parallel profiles that best fit the data, in the sense of least squares.
(Profiles are parallel if and only if equations such as (1) or (4) in
section 3.3 obtain.) Goodness of fit is indicated by the square root of the
mean squared deviation (RMSD) of the observed means from the best-
fitting profiles, which is a quantity minimized by the fitting procedure.
The RMSD should be evaluated in light of the number of dcgrees of
freedom (df) associated with it (see section 3.3), and the size of the
effect of that factor whose effect is smallest. (Where results are less
clearcut, tests based on an evaluation of sampling error, as in analysis
in variance, would be most appropriate.)

In all these cascs the data are fitted remarkably well by an additive
model. Thus, the increase in mean RT resulting from degradation was
about 70 msec, regardless of the size of the positive set (fig. 4A) and
regardless of the response type (fig. 4C); after averaging over the three
response frequencies in exp. IV, one discovers that negative responses
were about 45 msec slower than positive responses for each set size
(fig. 4B); 3 as relative frequency of response was varied from 0.25 to
0.75, mean RT was shortened by about 50 msec regardless of response
type (fig. 4D); and the decrease in mean RT of a response as its fre-
quency was increased was about the same for all set sizes (fig 4E). An
additive model fits worst in this last case, but with an RMSD »f 3.9
msec it is satisfactory. As a very good approximation, then, these five
pairs of factors are additive. (Note that without other findings the in-
stance of additivity in exp. III shown in fig 4C would not be strong
evidence for separate stages because the main effect of response type --
about 6 msec — is so small. The effect of response type shown in fig. 4D
was hidden in exp. 111 by the opposing effects of relative frequency.)

Each of these five analyses has been concerned with the overall inter-
action of two factors (averaging over levels of the third factor). To

3 The additive relation between size of set (s) and response type has already
been documented in the reports of exps. I, I, and III, where it was described
in terms of the equality of slopes of the linear functions relating mean RT
to s for the two response types.

the negative response. D: Effect of relative frequency of response for two
response types. RMSD is 1.9 msce with 2 df. Filled, half-filled, and open circles
each represent a different group of twelve subjects. E: Fffect of relative fre-
quency of response for three sizes of positive set. RMSD is 3.9 msec, with 4 df.
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examine the simple interactions (section 3.4), and thereby assess the
three-factor interaction, I fitted three-factor additive models analogous
to eq. (4) to the data of exp. I (viewed as a 2 X 3 X 3 experiment)

and exp. IV (viewed asa 2 X 3 X 3 experiment). The resulting RMSDs

were 4.9 msec with 7 df for exp. 111, and 5.8 msec with 12 df for exp. IV,
both representing gocd agreement.

4.3. Lcnearity as additivity, and its implications

Another form of additivity revealed by the data from these experi-
ments is shown in fig. 5. The effect of size of positive <t on mean RT

MEAN REACTION-TIME(msec)

) ] 1 1 L [
2 3 4q 5 6

SIZE OF POSITIVE SET

Fig. 5. Effect of size of positive set on mean RT in exp. I (diamonds), exp. Il
(triangles), exp. IIl (squares), and exp. IV (circles).

is linear. Another way of saying this is that the addition of an item to
the positive set has the same effect, regardless of the size of the set.
This kind of adaitivity suggests that each item in the positive set cor-
responds to a (sub)stage between stimulus and response, and that the
durations of these substages represent additive components with equal
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means. The slope of the linear function then represents the mean
duration of a substage. Various lines of evidence (STERNBERG, 1964,
1966. 1967) suggest that in each substage the test stimulus is compared
to one of the items in the memorized positive set. Given this inter-
pretetion, the binary-classification experiment is one of the special cases
mentioned in section 2.2, where appropriate changes in the subject’s
task can change the nuinber of stages between stimulus and response.
This, of course, was the original aim of Donders. Varying the number
of stages is to be contrasted with merely controlling the durations of
stages that are always present, as in the additive-factor method. The
finding that the effect of size of positive set adds to the effects of other
factors suggests that the number of stages can be varied without in this
case influencing other stages; it thereby protects this particular appli-
cation of Donders’ idea from one source of criticism.

4.4. Interpretation: four stages in binary classification

In summary, then, of the six pessible two-factor interactions among
the four factors, all but one (stimuius quality with relative frequency
of response) have been tested and found to be zero. These findings
imply that at least three distinct stages are required to account for the
effects of the factors studied. One stage is influenced by size of positive
set and a second by response type. Wheihe: one or two more stages are
required to account for the influence of stimuius quality and relative
frequency of response could be answered by the additive-factor method
only in an experiment involving both of these factors. (To distinguish n
stages on the basis of experiments involving n factors, using exclusively
the additive relations among factor effects, all two-factor interactions
must be shown to be zero.) The analysis is given added support by the
absence of three-factor interactions in the cases examined. The linearity
of the effect of size of positive set indicates that the stage associated
with this factor includes a series of substages, one for each member of
the set.

If we combine these inferences from the additive-factor method with
supplementary arguments and plausible conjectures we are led to the
more detailed picture shown in fig. 6. The additional features that have
been incorporatec. are four stages rather than three, the functions as-
signed to these stages, and their order. The reasoning is as follows:

(1) The stage influenced by stimulus quality is most simply interpreted
as a preprocessing or encoding stage which prepares a stimulus re-



294 SAUL STERNBERG

(3)RESPONSE  (4) RELATIVE

TYPE FREQUENCY
{1 STIMULUS (2)SIZE OF (POSITIVE OR  OF RESPONSE
QUALITY POSITIVE Se¥ NEGATIVE ) TYPE

[ N A U

STIMULUS cogﬁfg}% BINARY ' f?AN‘}&ATION
STIMULUS —» ! ¥ RespoNse [~ RESPONSE
ENCODING I» DECISION| | o AT ON

Fig. 6. Processing stages in binary classification. Above the broken line are
shown the four factors examined. Below the line is shown the analysis of RT
inferred from additive relations between factor pairs 1&2, 1&3, 2&3, 2&4, and
3&4, the linear effect of factor 2, and other considerations described in the text.
The quality of the test stimulus influences the duration of an encoding stage in
which a stimulus representation is formed. This representatiorn is then used in a
serial-comparison stage, whose daration depends linearly on size of positive set;
in each of iis substages the representation is compared to a memory represen-
tation of one member of the set. In the third stage a binary decision is made
that depends on whether a match has occurred during the serial-comparison stage
that precedes it; its mean duration is greater for negative than for positive de-
cisions. The selection of a response based on the decision is accomplisked in the
final stage whcse duration depends on the relative frequency with which a
response of that type is required.

pres:itaiion to be used in the serial-comparison process. Otherwise it
would be hard to understand how stimulus quality could influence RT
without (fig. 4A) also affecting the time per comparison. ¢ Any other
acrangement is less plausible; this is argued in more detail in
STERNBERG, 1967.

{2) The purpose of the serial-comparison stage must be to provide
information for response selection. Hence any stage that depends on
such information — in particular, the stages influenced by factor 3 (re-
sponse type) and factor 4 (relative frequency of response type) — must
follow the serial-comparison stage. (As an alternative, one might be
tempted to describe the response-frequency factor in terms of the cor-

4 Although no interaction was observed between stimulus quality and size of
set during the second session in exp. III, an interaction was observed during the
first. The form of the interaction was linear: degrading the stimulus increased
the slepc ~f the function relating mean RT to set s.ze. This interaction is best
viewed as . .lting from an indirect influence of a factor on a stage, of the
kind described in section 3.1. In this instance it is sttributed to the influence

of stimulus quality on the output of the encoding stage as well as on its
durzlion. v
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related stimulus-frequencics, but the observed effects on RT would
then have to be described as resulting from complicated interactions
among stimulus frequency, size of set, and response type. Furthermore,
relative frequency per se of the stimulus need have no effect on RT,
as implied by results in STERNBERG, 1966.)

(3) Since factor 1 influences a stage that precedes serial compariso,
and factor 4 influences a stage that follows serial comparison, these two
factors must influence different stages; for this reason four stages, rather
than three, are shown in the RT-analysis of fig. 6.

Included in the above argument is the rationale for all of the decisions
about ordering the stages as shown in fig. 6 except the order of the
stages influenced by factors 3 and 4. The functions assigned to stages,
as indicated by their labels, are plausible, but should be regarded as
hypotheses rather than conclusions, particularly for the last two stages.
The order shown for the stages influenced by factors 3 and 4 then
follows from their hypothesized functions. But confirmation of these
hypotheses requires further research.

4.5. Further comments on the method

Given the above example, the general comments on applying the
additive-factor :nethod that were made in section 3.5 can be supple-
mented by four others. First, although instances of additivity of factor
effects lead to the postulation of separate stages, other considerations
must be used to determine the order in which these postulated stages
occur. Second, any analysis produced by the method must be tentative.
On the one hand, if a new factor is discoverad that interacts with none
of the others, then one is led to postulate an additional stage. Ca the
other hand, new factors that interact with one or more of the others
may lead to the redefiniiion of the functions of particular stages. Third,
analyses produced by the method may be testable by new experiments,
in this instance, for example, by one in which the effects of factors 1
and 4 are tested for additivity. And finally, the additive-factor method
tells little about the total duration of a stage; in that sense it does not
completely fulfill Donders’ aims. But, as urged by some of the early
investigators (e.g., JAsTROW, 1890, p. 30), overall duration of a stage is
more difficult to study and of less interest than whether there is such a
stage, what influences it, what it accomplishes, and what its relation is
to other stages.
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5. APPLICATION OF THE ADDITIVE-FACTOR METHOD TO MUUMERAL-
NAMING AND RELATED TASKS

5.1. Rationale and procedure for experiment V

Let us turn now to a more traditional experiment with a one-one
stirnu:us-resporse¢ mapping, that is, one using a compleie-identification
tast. Unlike the binary-classification experiments, exp. V was explicitly
designed to permit tests of the additivity of stage durations and also of
their stochastic independence. Thus, I used practised subjects, collected
more data per subject, balanced the design so that linear trends in time
would not destroy additivity and so that additivity could be evaluated
separately for each subject, and took pains to reduce variability in
both performance and measurement so that estimates of variances as
well as means would be stable.

As shown in fig. 7, three factors were examined, each at two levels.
The stimuli were numerals and the responses were spoken digits. The

COMPATIBLE
RESPONSE ———]
(NAME X) 2 ALTERNATIVES
INCOMPATIBLE —»| (1,8}
RESPONSE 8 ALTERNATIVES
(NAWE X+1) T 0,2,2,.8)
| DEGRADED [SUPERIMPOSK:)
STIMJLUS PATTERN
NUMERAL
INTACT
STIMULUS
NUMERAL

Fig. 7. Design of exp. V. Factors, each studied at two levels, were S-R com-
patibility, stimulus quality, and number of S-R alternatives.

number of equally-likely stimulus-response alternatives could be two or
eight; stimulus quality was varied by presenting the numeral either
intact, or degraded by a superimposed checkerboard pattern; and S-R
compatibility was varied by making the correct response either the name
of the numeral, or the name of the numeral plus one. (For example,
if tae pumeral ‘I’ was the stimulus, the compatible response was the
spcken word ‘one’; the less compatible response the spoken word ‘two’.)
This method of studying the relation between S-R compatibility and
the effect of number of alternatives, by rearranging a compatible map-
ping, has the virtue of leaving stimulus and response ensembles essen-
tially invariant; it was used earlier by Arruisi et al. (1964) and
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BROADBENT and GREGORY {1965). I chose ‘adding one’ rather than a
random assignment as the less compatible mapping so as to minimize
errors and effects of practice.

In a subsequent report, I shall present full accounts of the rationale
and procedure of the present experiment, with several related experi-
ments. {n brief, the choice of stimulus quality and compsztibility as
factors was based on the popular supposition that thev must influence
widely separated parts of the processes between stimulus and response
in this task. Hence if these processes were organized to any extent as
stages, then two different stages should be influenced by these factors,
so that their effects on mean KT should be additive. If they were addi-
tive, one could go further and test the assumption of stochastic inde-
pendence of stage durations by assessing the additivity of factor effects
on variances and higher cumulants of the RT distribution. (Only the
results concerning means and variances will be presented here.)

An incidental reason for varying number of alternatives was that the
tests of additivity could be carried out more than once. But the primary
reason was that a number of other experiments (e.g., BRAINARD et al.,
1962; ALLuisl et al., 1964; BROADBENT and GX”GORY, 1965; RABBITT,
1963) had indicated that this factor would interact with at least one of
the others. 1 hoped to confirm this interaction in conditions uncer which
an instance of additivity could also be found. More important, the
locus of interactior: might show which of the two stages was influenced
by number of alternatives. The purpose of exp. V, then, was to identify
a pair of stages by additivity, and simultaneously by a failure of addi-
tivity, to locate an intcresting effect in one or both of them.

Conditions and payoffs were arranged to reduce errors; the average
error-ratc was about 2 9%. There were five subjects, whose previous
experience in RT experiments ranged from none to seven years. All
were given practice in the task for six sessions before data were taken;
the additional six ses=ions on which analyses are based yielded for each
of four conditions 256 observations per subject for the large ensemble
and 128 for the small.

5.2. Results: additivity and interaction among effects of the factors
on mean RT
Mean RTs are shown in fig. 8, together with the pairs of best-fitting
paralle! lines that represent perfect additivity of the effects of stimulus
quality and S-R compatibility. Since the design of exp. V permitted
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of parallel lines, which represeat perfect additivity of the efiects on mean RT

of stimuius quality and compatibility. For n=2, the mean interaction-contrast

is —3.9 msec with an SE of 1.9 msec Fof n=8 the mean interaction-contrast
is +0.4 msec with an SE of 1.0 msec.

additivity for each number of alt~~natives to be assessed separately for
each sebject, two 1-df interaction contrasts, one for each n, were formed
for each subject. This was done by taking the difference between the
left and right sides of eq. (1), and normalizing (dividing by 4) so that its
absolute value would equal the RMSD. The magnitude of these con-
trasts reflects the extent of deviation from additivity, their signs indicate
vihether the interaction, if any, is positive or negative (defined in section
2.5), and the standard error (SE) of their means can be evaluated by
using the 4 df associated with intersubject variation. Analysis of a
signed interac.ion contrast has the virtue of being sensitive to deviations
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from additivity that are systematic. Nonctheless, the analysis indicates
excellent agreement with the additive model. Since these tests revealed
additivity at both levels of the third factor (absence of simple inter-
actions) there is, a fortiori, no three-factor interaction. In short, the
effects of compatibility and stimulus quality on mean RT are perfectly
additive.

But both of these factors jnteract with the third factor, number of
alternatives. These interactions are shown more clearly in fig. 9, where
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Fig. 9. Interactions between number of alternatives (1) and the other factors
in exp. V. A: Mean RT to stimuli ‘1’ and ‘8’ as a function of » under fo.-
conditions. Theoretical values for the topmost points in each set of four are the
values expected fromn the other three points, combined with the assumption that
effects of S-R compatibility and stimulus quality are additive for each value of n.
B: Effects of stimulus quality (averaged over compatibility levels) and of com-
patibility (averaged over quality levels) as a function of n; derived from values
in panel A. Lines would be horizontal if these factors did not interact with n.

number of alternatives is indicated on the abscissa. Becavse we are
interested in comparisons between levels of this factor without con-
tamination from differences between stimuli or between responses, the
data from the n = 8 conditions shown in fig. 9 are derived from the
subset of trials on which the stimuli presented were the same as in the
n = 2 conditions. The lowest pair of points in fig. 9A shows the well-
known but poorly-understood fact that in the naming of highly dis-
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criminable aumerals, number of alternatives has very litle effect (see
SMiTH, 1968); the increase in mear RT from n = 2 to n = 8 is about
20 msec. The increase is slightly greater when degraded numerals are
named, substantially greater with less compatible responses, and greatest
with both degraded stimuli and less compatible responses.

Fig. 9B summarizes the interactions of each of the two additive factors
with number of alternatives. Number of alternatives interacts weakly
with stimulus quality and strongly with S-R compatibility; expressed as
a percentage of the main effect, the difference between simple effects
was 35 ¢ and 141 9 respectively.® Such interactions are not new, of
course; they have been found in other studies mentioned above, although
not with the sets of siimuli and responses used here. But the use I make
of whese findings is, I think, new; it is shown in fig. 10.

5.3. Interpretation: stages and factor-stage relations in the complete-
identification task

The relations fourd among the three factors are suramarized above
the horizontal line in fig. 10; the inferred analysis of RT into processing
stagss is showr below. Additivity of the effects of stimulus quality and
S-R compatibility implies that the task is accomplished by means of at
least two scparate stages, designated (1) stimulus encoding (transfor-
mation of the visual stimulus into some representation of the numeral
or it; identity) and {2) translation and response organization. The idea
of th.ese independent subprocesses underlay Donders’ work, of course,
and has been discussed widely since; it is now given strong support by
the additive-factor method.

Since number of alternatives interacted with both of the other factors,
we must conclude that it influences the operations of both stages. (Note
that one cannot justify such a conclusion simply on the grounds that RT
is influenced by separate variation of both stimulus and respoase en-

5 Svperficially the interaction between stimulus quality and number of alter-
natives (n) in exp. 'V may appear to conflict with the absence of interaction
found in exp. III between stimulus quality and size of positive set (s). But
tkis conflict is not a real one, since variaztion of n in exp. V involved changing
the ensemble of possible test stimuli, whereas variation of ¢ in exp. III was
accomplished without changing that ensemble. Indeed, this difference between
the effects of ensemble size (n) and size of positive set (s) in relation to stim
uius quality supports the view that they depend on radically different mech-
anisms, a view that one is also led to from the fact that, whereas mean RT
usually increases logarithmically with n, it increases linearly with s.
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tropy, as in SCHLESINGER and MELKMAN, 1966; those two effects on
RT could result from the influence of both factors on a single trans-
lation stage.) One might want to argue from the relative weakness of the
interaction with discriminability to the relative weakness of the effect
of number of alternatives on the first stage; this is why the arrow
between these two is broken. These conclusions agree with those of
early workers who used Donders’ method; in his summary of their
findings, JAsTROW (1890, p. 35) concluded that number of alternatives
influences the durations of both ‘distinction’ and ‘choice’, and that ‘with
an increase in number, the diffi..lty of choice increases more rapidly
than the difficulty of distinction’.

As discussed in section 4, analyses of this kind are tentative. Futu ¢
experiments might show, for exampie, that the functions assigned to the
second stage in fig. 10 are accomplished by two separate stages, as in
WELFORD, 1960, a ‘translaiion’ stage which was influenced by the S-R
mapping, and a ‘response organization’ stage which was not; it would
then be an open question whether number of alternatives influenced the
response-organization stage as well as the other two.

The present experiment used that variety of S-R compatibility that
depends on the mapping oi stimuli in a fixed ensemble onto responses
in a fixed ensemble. A second variety is the compatibility between
entire stimulus and response ensembles, which one might call ‘SE-RE
compatibility’. This kind of compatibility is, of course, an interaction
between factors SE and RE. In the light of our ideas about implications
of interaction, a major implication of SE-RE compatibility is the
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existence of a ncntrivial translation stage (i.e., a stage that is influenced
by both SE and RE factors and that is more than merely a ‘rewiring’)
as well as possible stimulu:-cncoding and response-organizing stages
influenced separately by SE and RE. Indeed, the three-factor inter-
action found by BRAINARD et al. (1962) among SE, RE, and number of
alternatives may now be interpreted as indicating the existence of a
stage influenced by all three of these factors, just as the present results
imply the existence of a stage influenced by both the S-R mapping and
number of alternatives.

The existence of an effect of number of alternatives on both of the
inferred stages in fig. 10 has at least two substantive implications. First,
it suggests that the relative insensitivity of numeral-naming to this factor
is a consequence of special properties of both stages. That is, both the
encoding of numerals, and their translation into spoken digits, are
unusual. Second, the finding conflicts with the attribution of the effect
of number of alternatives to a single process, such as the single statistical
decision of STONE (1960) or LAMING (1968), the single series of dichoto-
mous choices of Hick (1952), or the single parallel process of LAMING

(1966).

5.4. Onadditivity of means without stochastic independence

Let us ncw turn to the issue of the stochastic independence of stage
durations. As I mentioned earlier, the assumption that stage-durations
are additive has often been incorporated with the idea that they are
independent. We have already seen that such independence has power-
ful consequences: for factors that influence no stages in common, it
implies additivity of factor effects not only on variances, but on all the
higher cumulants of the RT distribution. And a good deal of theorizing
about RT-distributions is practicable only if stage durations are in-
dependent.

It is quite conceivable, however, that in some situations stage
durations might be additive but not independent. As one example,
consider what would happen in exp. V if a subject were ‘prepared’ on
particular trials for a particular stimulus-response pair. Some of the
implications of this idea have been explored in detail by FALMAGNE
(1965). Suppose that if the stimulus presented is the one for which the
subject is prepared, then both the encoding and translation stages are
shorter than they would otherwise De. The result of such preparation
would be a positive correlation of the durations of the two stages,
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rather than indep<ndence. But this effect would not alter the additivity
of their mean durations.

If one thinks of ‘preparation for the stimulus that is to appear’ as a
factor, one can place this source of correlation in the context of ex-
perimental factors and their relations to stages. Preparation can be
viewed as a factor that influences both stages (like number of alter-
natives), but is under the subject’s control rather than the experi-
menter’s, and therefore can vary in level from trial to trial. Any such
factor that was permitted to vary would induce a correlation of stage
durations, whose sign would depend on whether the varying factor in-
fluenced the durations of the two stages in the same or opposite direc-
tions. So long as the variation of the subject-controlled factor (here,
preparation) was not influenced by levels of the experimenter-controlled
factors (here, stimulus quality and S-R compatibility) its variation
would not disrupt the independence of stage-duration means or the
additivity of factors that influenced the two stages separately. (If the
level of a subject-controlled factor could be measured from trial to
trial, even though it could not be controlled by the experimenter, and
if subsets of trials on which the factor assumed the same levels were
examined separately, then stage durations would presumably appear
independent within those subsets.)

As a second example, in which there is a /icgative correlation between
stage durations, suppose that the duration of a stage is shorter if its
input is of higher quality. Furthermore, suppose that this input is of
higher quality if the preceding stage, which produces it, has operated for
a longer time. On trials on which the first stage happened to take
longer, the second would be shorter, and so on. The result would be
a negative correlation between ;stage durations, although, again, factor
effects might remain additive.

Should the ultimate definition of ‘stage’, then, include a requirement
of stochastic independence? In the preparation example the correlation
could be viewed as a result of poor experimental control or inappro-
priate analysis. One might decide to retain the requirement of independ-
ence, but to conceive of this property as easily camoufiaged, revealing
itself only in highly refined experiments. But the second example is
harder to view in this way; to retain the indcpendence requirement one
would have to identify the .wo processes in that example as a single
stage.

The atove discussion shows that the assumptions of addtivity and
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independence should be examined separately, because the latter may
not hold, even when the former does. On the other hand, finding
evidence that the durations of a set of hypothesized steges vere stochas-
ticaily independent would contribute to one’s belief in the hypothesis,
while a persistent failure to find independence mighv cast suspicion on
either the existence of stages, or the appropriateness of the experimental
methods used to study them.

5.5. Further results: effects of the factors on RT variance

In fig. 11 are shown the average RT-variances for each of the eight
conditions in exp. V. Variances were calculated for each stimulus digit
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Fig. 11. Average RT-variances for the eight conditions in exp. V. On the
abscissa are indicated the two levels of compatibility; parameters are number
of alternatives (n) and stimulus quality. For each value of n is also shown the
best-fitting pair of parallel lines, which represent perfect additivity of the effects
on the RT variance of stimulus quality and compatibility. For n=2 the mean
interaction-contrast is —~111 msec? with an SE of 45 msec2. For n=8 the mean
interaction-contrast is —7 msec2 with an SF. of 41 msec2.
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in ea:-h session and were then averaged over stimuli and sessions. These
averages were used to evaluate additivity for each subject separately,
and for each number of altzrnatives, as in the case of mean RTs.
Variances shown in the figure, which are averages over subjects, range
from about 700 to 3000 msec2.

For conditions with » = 8, shown is the lower part o

the figure, the
results agree extremely well with the additive model, lending con-
siderable support to the assumption of independence. On the other
hand, there is a definite failure of additivity for the conditions with
n = 2 shown in the upper part of the figure. The two-choice situation
seems to provide an instance where RT components are additive but not
stochastically independent. In the » = 2 conditions subjects reported
considerable variation from trial to trial in their preparedness for the
stimulus that was presented. In the n = 8 conditions they were less
aware of preparation for any particular stimulus. At present, triai-to-
trial variation in the appropriateness of preparation, as in the theory of
FALMAGNZ (1965), appears to be the most likely source of dependence
in the two-alternative conditions.

We have an instance, then, of violation of the independence assump-
tion for RT components that we associate, on other grounds, with differ-
ent stages. One implication is that methods of RT-decomposition that
require the independence assumption, such as some of those described
in section 2.2, may be of limited use.

An incideutal finding shown in fig. 11 that is of considerable sub-
stantive interest is the marked increase in variance as the number of
alternatives is reduced. This change in variance is, of course, in the
opposite direction from the change in mean. it was shown by every
subject and has since been replicated. For example, in the naming of
intact numerals, whereas mean RT decreased by about 20 msec as
number of alternatives was changed from eight to two, the variance in-
creased by a factor of more than three. Although a change of variance
in this direction may appear only under some experimental conditions,
that is can occur is relevant to selecting among competing explanations
for the well-known effect of number of alternatives on RT.

£
L

6. NEW INTERPRETATIONS OF SOME EXISTING
INSTANCES OF ADDITIVITY
Clearcut instances of additive effects are relatively rare among
published results, partly because factorial experiments are not popular,
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and perhaps also because additivity is easily destroyed by experimental
artifacts and inappropriate design. But a few cases of additivity that
do exist become provocative when seen from the viewpoint of the
additive-factor method, and illustrate its potential to reveal not only
stages of processing but also some of their properties.

6.1. Expeciancy and the stimulus-detection proces:

In a simple-reaction task RAAB et al. (1961) found the efiects of fore-
period and stimulus luminance to be additive. Three values of luminance
were varied between sessions; mean RT decreased by 39 msec from
lowest to highest. Three values of foreperiod were varied randomly
from trial to trial; mean RT decreased by 14 msec from shortest to
longest. An additive model fits the 3 X 3 matrix of means extremely
well, giving an RMSD of 0.5 msec with 4 df.

Suppcse that luminance influences the duration of a stimulus-detection
stage. Then Raab’s finding leads to the surprising conclusion that ‘ex-
pectancy’ (TroMaAs, 1967) influences & different stage, rather than, for
example, governing criteria in a statistical decision performed during
the detection stage (McGILL, 1963, section 2.3; FI1TTS, 1966), or con-
trolling an independent ‘anticipation’ process *hat operates in parallel
with the detection process (OLLMAN, 1968).

COne conjecture prompted by Raab’s finding is that expectancy in-
fluences response organization rather than stimulus processing. To
validate such a conjecture by the additive-factor method one would need
to show also that the effect of an experimental factor that was clearly
associated with response organization (and not with detection) inter-
acted with factors such as the foreperiod in a simple-reaction task, or
the relative response-frequency in a choice-reaction task.

6.2. Expectancy and the psychological refractory period

A second example of an additive effect of time uncertainty is found
in an experiment on the psvchological refractory period by BERNSTEIN
et al. (1968, exp. 2). Presence of a warning signal (factor 1) two seconds
before the first of two stimuli S, and S, decreased the means of both
RT, and RT, by about 59 msec. Varying the interval between S, and S,
(factor 2) from O to 100 msec changed the mean of RT, by about 2°
msec and of RT, by about 50 msec. The effects of these two factors
were approximately additive for both responses. The implication is that
the siage influenced by time uncertainty is different from the stage that
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displays refractoriness; such a conclusion further weakens an expectancy
theory of the psychological refractory period (reviewed in SMith, 1967).

6.3. Sensory transmission and discrimination

Donders and his followers believed that there exist separate stages
for the transmission of sensory information from the periphery, and
for its discrimination. A choice-reaction experiment of HoOwELL and
DoNALDsoN (1962) provides an instance of additivity that supports this
belief. Under three stimulus-modality conditions (factor 1), one visual,
one tactual, and one auditory, each of tiree responses was correct for
one of three stimulus intensities (factor 2). To make the design ortho-
gonal, levels of factor 2 were adjusted by cross-modality matching to be
the ‘same’ in the three modalities. Mean RT decreased by 106 msec
from visual (slowest) to auditory (fastest) modality, and by 80 msec
from low to high intensity. An additive model fits the 3 >< 3 matrix
of means reasonably well, giving an RMSD of 4.5 msec with 4 df.
Findings such as these would support the old idea of a transmission
stage influenced by modality but not intensity, and a discrimination
stage influenced by intensity but not modality.

6.4. The selective influence of pruactice

From the viewpoint of the additive-factor method, experimenis oc-
casionally suggest that practice influences some but not all of the stages
in a task. In exp. III (section 4.1), for example, subjects had the same
conditions in each of two sessions. For intact stimuli, mean RT declined
by about 36 msec from session to session. This effect was almust per-
fectly additive with the effect of size of positive set, s, which increased
the mean RT by 110 msec as it was varied from s = 1 to s = 4. The
RMSD in this instance is 1.0 msec with 2 df. The finding of additivity
suggests that practice had its effect on stages other than serial com-
parison.

7. USE OF INDIVIDUAL DIFFERENCES IN INFERENCES ABOUT STAGES
7.1. ‘Subjects’ as an additive factor

Individual differences are often thought of as little more than an
ubiquitous nuisance. Yet they seem to have the potential of providing
at least supplementary information about processing stages. The simplest
instance would be one in which an effect of ‘subjects’ on mean RT
combined additively with the effect of some experimental factor, factor
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E. That is, the effect of E would be invariant over subjects, despite the
existence of individual differences in mean RT. Such additivity (the
absence of a treatnent-by-subject interaction) could be taken to imply
the existence of at least two stages, one influenced by ‘subjects’ and not
factor E, and the cther influenced by E and not ‘subjects’.

7.2. ‘Subjects’ as an interacting factor

Interactions between ‘subjects’ and experimental factors can also be
useful. Suppose ttat we have found a pair of factors, F and G, whose
effects on mean R'T, averaged over a set of subjects, are additive. We
wish to infer tha: they influence no stages in common. An additional
test of this inference is available if there is reliable variation from
subject to subject in the sizes of the effects, that is, if ‘subjects’ inter-
acts with each of the other factors. ‘Subjects’ would then be thought of
as inflaencing a stage in common with F, and a stage in common with
G. But if F and G influence no stages in common with each other, then
the three-factor interaction of F, G, and ‘subjects’ should be zero
(section 3.4). In other words, the effects of F and G should be additive
for each subject szparately and not merely for the group means, even
though sizes of th: effects vary over subjects. It is for this reason that
the iwo-factor interaction contrasts of sections 5.2 and 5.5 were evalu-
ated separately for each subject and used to obtain the SE of the mean
interaction-contrast; if the mean contrast is small, such an SE would
also be small only insofar as all subjects show additivity.

7.3. Stage sensitivity and correlations of factor effects

Finally, let us consider individual differences in the effects of factors
zhat interact and are therefore thought to influence the same stage.
Individual differences in the size of a factor’s effect may be described
as ditferences among subjects’ ‘sensitivity’ to that factor. Iy is plausible
that for factors that influence the same stage, sensitivities will be more
highly correlated (over subjects) than for factors that influence no
stages in commorn. (A stage can be thought of as associated with an
ability or capacity, an increase in the level of any factor that influences
that stage as a test of that ability, and the resulting increase in RT as
the score on the test.) This idea corresponds to two properties that may
be useful additiors to the conception (section 3.2) of stage: (1) A stage
iisclf is more or less sensitive, varying from subject to subject in its
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sensitivity to all the facters that influence it,6 and (2) the sensitivities
of different stages are less than perfectly correlated with one another.

If stages had these two properties, the pattern of correlations among
factor effects would then supplement the pattern of interactions in
providing information about stages and factor-stage relations; more-
over, tentative evidence about stages could even be derived from the
correlations in a set of one-factor experiments performed with the same
group of subjects.

Consider as an example the analysis shown in fig. 10 of performance
in exp. V. If sensitivities of the encoding and translation stages varied
somewhat independently over subjects, then of the tiree pairs of factors,
that pair whose effects should be most highly correlated are compat-
ibility and number of alternatives (n), and the pair with the lowest
correlation should be compatibility and stimulus quality. This was
observed, confirming the analysis: product-moment coefficients over
the five subjects for pairs of main effects are 0.88 (p = 0.05) for com-
patibility and n, 0.16 for compatibility and stimulus quality, and the
intermediate value 0.42 for effects of quality and ». If this kind of fin-
ding appeared in larger experiments it would tend to confirm the use-
fulness of the idea of a stage having a sensitivity that varies over sub-
jects and is uncorrelated from stage to stage.

8. CONCLUDING REMARKS

The additive-factor method cannot distinguish processes, but only
processing stages. This distinction bears on the interpretatior for ex-
ample, of the interaction of time uncertainty and relative signal-fre-
quency found by BERTELSON and BARZEELE (1965) and correctly [elt
by them to be important in the understanding of preparation. The inter-
action does allow one to reject the idea of separate stages (i.e., no stage
influenced by both factors). But it does not allow one to reject the more
general proposition of separate processes; a pair of independent pro-
cesses influenced separately by the factors could conceivably operate

6 Let o and B be parameters each influenced by the level of a different factor,
and @; and ); he individual-difference parameters that are uncorrelated over
subjects. A medel for the mean duration of a stage with interacting factor
effects and also with the sensitivity property is T = @iafB; here the effects
of both factors depend on the subject’s value of @;. Factor interactions could
occur without *he sensitivity property, however, asin a stage whose duration is

T = (x+@) (B +A).
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in parallel, for example, and thereby produce the interaction (section
3.5).

A second proviso about the additive-factor method is related to
techniques of data analysis. The usual significance tests performed in
conjunction with analysis of variance are asymmetric: one is forced to
assume that effects are additive (null hypothesis) unless the contrary
can be proved. Given the strong implications of additivity, this assym-
metry seems particularly inappropriate. To avoid this difficulty one
might present findings in terms of mean interaction-contrasts and their
SEs, or choose alternative hypotheses that specify interaction contrasts
of theoretically-interesting magnitudes, and adjust tests so that errors of
types 1 and 2 have equal probabilities with respect to such alternatives.

The idea of a processing stage that I have presented should be
thought of as tentative and subject to refinement by future research.
Some of the properties one might want to consider incorporating in a
definition of ‘stage’ to make it most useful were discussed in section
3.2. As the additive-factor method is applied in various experimental
situations w: may want to impose an additional requirement of stage
invariance: only those stages that emerge from the stud~ of several
differcat situations are of interest. (Thus, it would be desirable if the
‘stimulus-encoding’ stages inferred in sections 4 and 5 could be shown
to have similar properties.)

Most previous attempts to use RT measurements for studying stages
of processing between stimulus and response fall into two classes.
Donders’ subtraction method required task changes that inserted or
deleted entire stages. Its range of application was limited by the dif-
ficulty of finding operations that did this but also left other stages
invariant, and by the absence of tests other than introspection for
determi. ‘rg whether the requirement of invariance was met. The second
approach involves the application of precise stochastic models - ‘strong’
models thzt embody several assumptions simultaneously. This approach
is limited beczuse it does not permit the assumption of main interest —
that of the existence of additive components — to be examined in iso-
lation from assumptions about the stochastic independence of com-
ponents and the forms of their distributions.

The additive-factor method is proposed as a third approach to the
stedy of processing stages, one which avoids the limitations of both
Donders’ method and the strong-model approach. “With it one can test
the interesting assumptions in isolation, yet do so by means of oper-
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ations that do not insert or delete hypothesized stages, but merely
change their durations. This method had limitations too, however.
Although it leads to the decomposition of a szt of stages, it cannot
decompose the RT itself: the absolute durations of the stages discov 2red
are not determined. And like the other approaches, the method does not
give the order of a set of stages it distinguishes. It can, however, establish
the existence of processing stages and, by exposing their relations to
experimental factors, help in ascertaining their properties. Its power
stems from the fundamental significance of additivity, which in turn
depends on the existence in RT exneriments of a basic measure — that
of physical time.

The concept of interaction in multifactor experiments and the asso-
ciated focus on additive models was originated in the 1920’s by R. A.
Fischer (SCHEFFE, 1959, p. 90). It is perhaps not surprising that Donders
and others of his time, working without this theoretical appartus, were
not stimulated to perform factorial experiments or examine interactions,
and that only recently (e.g, BERTELSON and BARZEELE, 1965;
Bro2oBENT and GREGORY, 1965) has the important role of factor inter-
actions in the study of RT been hinted at.
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Discussion

Peacock: You have considered a set of factors and a set of stages; have you
also mapped a set of theories for example, for expectancy and single channel,
on to the former sets.

Sternberg: I would like to believe that this kind of analysic might be relevant
to understanding mechanisms. I have tried to indicate how it might apply in
explaining what causes choice RT to increase with the number of S-R alter-
natives. The fact that there appear to be two separate siages that are influenced
by the number of S-R alternatives should have a great influence on the kind
of theories one develops.

Nickerson: 1 am very interested in the reversal of the variances with the number
of alternatives. Have you any speculation on it?

Sternberg: Subjects reported qualitative changes in their experience as number of
alternatives was changed. In the two-alternative case, subjects repoited experien-
cing preparation, i.e. on sumne trials the stimulus that appeared was the one they
expected, whereas on other trials it was not. They claimed that whereas ap-
propriate preparation speeded their responses, they were slowed down by having
been prepared for the wrong stimulus. In the 8-alternative case, on the other
hand, they claimed that they did not prepare. They just sat and waited for the
stimulus. That could reduce the variance. My feeling is that the variance finding
supports very strongly Falmagne’s approach to the explanation of the effect of
number of alternatives. His kind of theory, in which there are stites of prepara-
tion and of non-preparation, could lead to either an increase o- a decrease in
variance with number of alternatives. Most other theories could not. For exam-
ple, serial dichotomous choices could not easily be made to produce an increase
in variance when the number of alternatives is reduced.

Nickerson: Have you found any other situation where this is true?

Sternberg: We are doing a literature search, but in fact variances are not reported
in most papers. If any of you has some information on this, that would be
extremely useful.

Mowbray: If you mean in a situation where it is not true, I have some. We pub-
lished in about 1960 a study in which the variances were almost identical for a
two-choice and a four-choice alternative in the same situation.

Hyman: 1 am wondering if independence and additivity could change as a
function of practice. I have a notion that they would.

Sternberg: We started with already-trained subjects.

Schouten: Sanders just remarked to me how much Donders would have loved
to hear this rejection of iie growing scepticism by the end of the last century.
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In our own work we grew a little sceptical for very circumstantial reasons. We
were doing all sorts of time-study movemenis relating to the time-study systems
in industry. These systems work in terms of allotting a time for separate elemen-
tary movements and then hoping that the sum of all these separate times will
be equal to the total time. This is a case where it definitely does not hold be-
cause the whole thing becomes one gradual movement. I would like to say tha*
your lecture and your ideas seem to me extremely inspiring for further research,
just to make out where there is this additivity and where this interaction.

Kornblum: How do you expect the probabilities to work on these siages’

Sternberg: In fact your data provided an interesting case where you reported
three factors, two of which interact and the third of which is additive with
the others.

Falmagne: The more 1 hear on the problem of additivity the more I have the
impression that we are getting very close to some problem that people have in
measurement theory. I should like to have your commenis on this.

Sternberg: There is a point herc that is related to Mick’s paper. It has to
do with question whether you should permit yourself to transform the meas-
urement scale from the physical scale in RT experiments. We know that in
some cases one can eliminate interactions by transformation of variables. Should
that be permitted in reaction time? My contention is ihat if you are concerned
with the idea of serial processes or component stages, then you should not permit
it, because what is important is whether you have additivity or not on the scale
of physical time and not on any transformed scale.



